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About This Book

This manual, theSystem Administration Guide: Volume 2, describes how
to administer and control &/base® Adaptive Server® Enterprise databases
independent of any specific database application.

Audience Thismanual isfor Sybase System Administrators and Database Owners.

How to use this book This manual contains the following chapters:

Chapter 1, “Limiting Access to Server Resources,” explains how to
create and manage resource limits with Adaptive Server.

Chapter 2, “Mirroring Database Devices,” describes how to mirror
database devices for nonstop recovery from media failures.

Chapter 3, “Configuring Memory,” explains how to configure
Adaptive Server to use the available memory on your system.

Chapter 4, “Configuring Data Caches,” discusses how to create
named caches in memory and bind objects to those caches.

Chapter 5, “Managing Multiprocessor Servers,” explains how to use
multiple CPUs with Adaptive Server and discusses system
administration issues that are unigue to symmetric multiprocessing
(SMP) environments.

Chapter 6, “ Creating and Managing User Databases,” discusses the
physical placement of databases, tables, and indexes, and the
alocation of space to them.

Chapter 7, “ Database Mount and Unmount,” describes how to
transport databases from a source Adaptive Server to a destination
Adaptive Server.

Chapter 8, “Creating and Using Segments,” describes how to use
segments, which are named collections of database devices, in
databases.

Chapter 9, “Using the reorg Command,” describes how to use the
reorg command.
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Chapter 10, “Checking Database Consistency,” describes how to use the
database consistency checker, dbcc, to detect and fix database problems.

Chapter 11, “Developing a Backup and Recovery Plan,” discussesthe
capabilities of the Backup Server and how to develop your backup
strategy.

Chapter 12, “Backing Up and Restoring User Databases,” discusses how
to recover user databases.

Chapter 13, “Restoring the System Databases,” discusses how to recover
system databases.

Chapter 14, “ Automatic Database Expansion,” describes how to
configure databases to expand automatically when they run out of space.

Chapter 15, “Managing Free Space with Thresholds,” discusses
managing space with thresholds.

Volume 1 of the System Administration Guide contains the following chapters:

Chapter 1, “ Overview of System Administration,” describesthe structure
of the Sybase system.

Chapter 2, “ System and Optional Databases,” discusses the contents and
function of the Adaptive Server system databases.

Chapter 3, “ System Administration for Beginners,” summarizes
important tasks that new System Administrators must perform.

Chapter 4, “Introduction to the Adaptive Server Plug-in for Sybase
Central,” —describes how to start and use Sybase Central, agraphical user
interface for managing Adaptive Server.

Chapter 5, “ Setting Configuration Parameters,” summarizes the
configuration parameters that you set with sp_configure, which control
many aspects of Adaptive Server behavior.

Chapter 6, “Overview of Disk Resource |ssues,” discusses Adaptive
Server and Backup Server™ error handling and how to shut down servers
and kill user processes.

Chapter 7, “Initializing Database Devices,” describes how to initiaize
database devices and assign devices to the default pool of devices.

Chapter 8, “ Setting Database Options,” describes how to set database
options.
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e Chapter 9, “Configuring Character Sets, Sort Orders, and Languages,”
discussesinternational issues, such as the files included in the Language
Modules and how to configure an Adaptive Server language, sort order,
and character set.

e Chapter 10, “Configuring Client/Server Character Set Conversions,”
discusses character set conversion between Adaptive Server and clientsin
a heterogeneous environment.

e Chapter 11, “Diagnosing System Problems,” discusses Adaptive Server
and Backup Server error handling and shows how to shut down servers
and kill user processes.

e Chapter 12, “Introduction to Security,” introduces you to security
concepts.

e Chapter 13, “Getting Started With Security Administration in Adaptive
Server,” provides an overview of the security features availablein
Adaptive Server.

e Chapter 14, “Managing Adaptive Server Logins, Database Users, and
Client Connections,” describes methods for managing Adaptive Server
login accounts and database users.

e Chapter 15, “Managing Remote Servers,” discusses the steps the System
Administrator and System Security Officer of each Adaptive Server must
execute to enable remote procedure calls (RPCs).

e Chapter 16, “External Authentication,” describes the network-based
security services that enable you to authenticate users and protect data
transmitted among machines on a network.

e Chapter 17, “Managing User Permissions,” describes the use and
implementation of user permissions.

e Chapter 18, “Auditing,” describes how to set up auditing for your
installation.

e Chapter 19, “Confidentiality of Data,” describes how to configure
Adaptive Server to ensure that all datais secure and confidential.

Related documents The Sybase Adaptive Server Enterprise documentation set consists of the
following:

e Therelease bulletin for your platform — contains last-minute information
that was too late to be included in the books.
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A more recent version of the release bulletin may be available on the
World Wide Web. To check for critical product or document information
that was added after the release of the product CD, use the Sybase
Technical Library.

TheInstallation Guidefor your platform —describesinstal lation, upgrade,
and configuration procedures for all Adaptive Server and related Sybase
products.

What's New in Adaptive Server Enterprise? — describes the new features
in Adaptive Server version 15.0, the system changes added to support
those features, and changes that may affect your existing applications.

ASE Replicator User’s Guide — describes how to use the Adaptive Server
Replicator feature of Adaptive Server to implement basic replication from
aprimary server to one or more remote Adaptive Servers.

Component Integration Services User’s Guide — explains how to use the
Adaptive Server Component Integration Services feature to connect
remote Sybase and non-Sybase databases.

The Configuration Guide for your platform — provides instructions for
performing specific configuration tasks for Adaptive Server.

Full-Text Search Specialty Data Sore User’s Guide— describes how to use
the Full-Text Search feature with Verity to search Adaptive Server
Enterprise data.

Glossary — defines technical terms used in the Adaptive Server
documentation.

Historical Server User’s Guide—describes how to use Historical Server to
obtain performance information for SQL Server® and Adaptive Server.

Java in Adaptive Server Enterprise— describeshow to install and use Java
classes as data types, functions, and stored proceduresin the Adaptive
Server database.

Job Scheduler User's Guide — provides instructions on how to install and
configure, and create and schedule jobs on alocal or remote Adaptive
Server using the command line or a graphical user interface (GUI).

Messaging Service User’s Guide — describes how to useRea Time
Messaging Services to integrate TIBCO Java Message Service and IBM
WebSphere MQ messaging services with all Adaptive Server database
applications.
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e Monitor Client Library Programmer’s Guide — describes how to write
Monitor Client Library applications that access Adaptive Server
performance data.

¢ Monitor Server User’s Guide — describes how to use Monitor Server to
obtain performance statistics from SQL Server and Adaptive Server.

e Performance and Tuning Guide —is a series of four books for Adaptive
Server version 12.5.x that explains how to tune Adaptive Server for
maximum performance:

e Basics—the basics for understanding and investigating performance
questions in Adaptive Server.

e Locking —describes how the various |ocking schemas can be used for
improving performance in Adaptive Server.

e Optimizer and Abstract Plans — describes how the optimizer
processes queries and how abstract plans can be used to change some
of the optimizer plans.

*  Monitoring and Analyzing — explains how statistics are obtained and
used for monitoring and optimizing performance.

e Quick Reference Guide — provides a comprehensive listing of the names
and syntax for commands, functions, system procedures, extended system
procedures, datatypes, and utilities in a pocket-sized book.

« Reference Manual —isaseries of four books that contains the following
detailed Transact-SQL® information:

e Building Blocks — Transact-SQL datatypes, functions, global
variables, expressions, identifiers and wildcards, and reserved words.

¢ Commands— Transact-SQL commands.

e Procedures— Transact-SQL system procedures, catal og stored
procedures, system extended stored procedures, and dbcc stored
procedures.

e Tables— Transact-SQL system tables and dbcc tables.

e System Administration Guide — provides in-depth information about
administering servers and databases. This manual includes instructions
and guidelines for managing physical resources, security, user and system
databases, and specifying character conversion, international language,
and sort order settings.
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System Tables Diagram — illustrates system tables and their entity
relationships in a poster format. Available only in print version.

Transact-SQL User’s Guide — documents Transact-SQL, Sybase's
enhanced version of the relational database language. This manual serves
as a textbook for beginning users of the database management system.
This manual also contains descriptions of the pubs2 and pubs3 sample
databases.

Using Adaptive Server Distributed Transaction Management Features —
explains how to configure, use, and troubleshoot Adaptive Server DTM
features in distributed transaction processing environments.

Using Sybase Failover in a High Availability System— provides
instructions for using Sybase’s Failover to configure an Adaptive Server
as acompanion server in ahigh availability system.

Unified Agent and Agent Management Console — Describes the Unified
Agent, which provides runtime services to manage, monitor and control
distributed Sybase resources.

Utility Guide — documents the Adaptive Server utility programs, such as
isql and bep, which are executed at the operating system level.

Web Services User’s Guide — explains how to configure, use, and
troubleshoot Web Services for Adaptive Server.

XA Interface Integration Guide for CICS, Encina, and TUXEDO —
provides instructions for using the Sybase DTM XA interface with
X/Open XA transaction managers.

XML Servicesin Adaptive Server Enterprise — describesthe Sybase native
XML processor and the Sybase Java-based XML support, introduces
XML inthe database, and documents the query and mapping functions
that comprise XML Services.

Use the Sybase Getting Started CD, the SyBooks CD, and the Sybase Product
Manuals Web site to learn more about your product:

The Getting Started CD contains rel ease bulletins and installation guides
in PDF format, and may also contain other documents or updated
information not included on the SyBooks CD. It isincluded with your
software. To read or print documents on the Getting Started CD, you need
Adobe Acrobat Reader, which you can download at no charge from the
Adobe Web site using alink provided on the CD.
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The SyBooks CD contains product manuals and is included with your
software. The Eclipse-based SyBooks browser allows you to access the
manuals in an easy-to-use, HTM L -based format.

Some documentation may be provided in PDF format, which you can
access through the PDF directory on the SyBooks CD. To read or print the
PDF files, you need Adobe Acrobat Reader.

Refer to the SyBooks Installation Guide on the Getting Started CD, or the
README.txt file on the SyBooks CD for instructions on installing and
starting SyBooks.

The Sybase Product Manual s Web siteisan online version of the SyBooks
CD that you can access using a standard Web browser. In addition to
product manuals, you will find links to EBFs/Maintenance, Technical
Documents, Case Management, Solved Cases, newsgroups, and the
Sybase Developer Network.

To access the Sybase Product Manuals Web site, go to Product Manuals at
http://lwww.sybase.com/support/manuals/.

Sybasecertifications Technical documentation at the Sybase Web site is updated frequently.

on the Web

[IFinding the latest information on product certifications

1

a A W N

Point your Web browser to Technical Documents at
http://www.sybase.com/support/techdocs/.

Select Products from the navigation bar on the left.

Select a product name from the product list and click Go.

Select the Certification Report filter, specify atime frame, and click Go.
Click a Certification Report title to display the report.

[JFinding the latest information on component certifications

1

Point your Web browser to Availability and Certification Reports at
http://certification.sybase.com/.

Either select the product family and product under Search by Product; or
select the platform and product under Search by Platform.

Select Search to display the availability and certification report for the
selection.
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[ ICreating a personalized view of the Sybase Web site (including support
pages)
Set up aMySybase profile. MySybase isafree service that allowsyou to create
apersonalized view of Sybase Web pages.

1 Point your Web browser to Technical Documents at
http://lwww.sybase.com/support/techdocs/.

2 Click MySybase and create a MySybase profile.

Sybase EBFs and
software
maintenance

[JFinding the latest information on EBFs and software maintenance

1 Point your Web browser to the Sybase Support Page at
http://lwww.sybase.com/support.

2  Select EBFs/Maintenance. If prompted, enter your MySybase user name
and password.

3  Select aproduct.
4  Specify atimeframeand click Go. A list of EBFSMaintenance releasesis
displayed.

Padlock iconsindicate that you do not have download authorization for
certain EBFs/Maintenance rel eases because you are not registered as a
Technical Support Contact. If you have not registered, but have valid
information provided by your Sybase representative or through your
support contract, click Edit Roles to add the “ Technical Support Contact”
role to your MySybase profile.

5 Click the Info icon to display the EBFs/Maintenance report, or click the
product description to download the software.

Conventions

This section describes the style conventions used in this manual .
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Formatting SQL statements

Accessibility
features

SQL isafree-form language: there are no rules about the number of wordsyou
can put on aline or where you must break aline. However, for readability, all
examples and syntax statements in this manual are formatted so that each
clause of astatement beginson anew line. Clausesthat have morethan one part
extend to additional lines, which are indented.

Thisdocument isavailablein an HTML version that is specialized for
accessibility. You can navigate the HTML with an adaptive technol ogy such as
a screen reader, or view it with a screen enlarger.

Adaptive Server documentation has been tested for compliance with U.S.
government Section 508 Accessibility requirements. Documents that comply
with Section 508 generally also meet non-U.S. accessibility guidelines, such as
the World Wide Web Consortium (W3C) guidelines for Web sites.

Note You might need to configure your accessibility tool for optimal use.
Some screen readers pronounce text based on its case; for example, they
pronounce ALL UPPERCASE TEXT asinitias, and MixedCase Text as
words. You might find it helpful to configure your tool to announce syntax
conventions. Consult the documentation for your tool.

For information about how Sybase supports accessibility, see Sybase
Accessibility at http://www.sybase.com/accessibility. The Sybase Accessibility
site includes links to information on Section 508 and W3C standards.

SQL syntax conventions

Table 1 lists the conventions for syntax statements in this manual:
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Table 1: Syntax statement conventions

Key Definition

command Command names, command option names, utility names,
utility flags, and other keywords arein

Courier

in syntax statements, and in bold Helvetica in paragraph
text.

variable Variables, or wordsthat stand for valuesthat youfill in, are
initalics.

{} Curly braces indicate that you choose at |east one of the
enclosed options. Do not include bracesin your option.

[ Square brackets indicate that choosing one or more of the
enclosed optionsis optional. Do not include bracketsin
your option.

() Type parentheses as part of the command.

| The vertical bar means you may select only one of the
options shown.

/ The commameansyou may choose as many of the options
shown asyou like, separating your choices with commas.

Syntax statements (displaying the syntax and all options for a command)
are printed like this:

sp_dropdevice [device name]
or, for acommand with more options:

select column name
from table name
where search conditions

In syntax statements, keywords (commands) are in normal font and
identifiers are in lowercase: normal font for keywords, italics for user-
supplied words.

Examples showing the use of Transact-SQL commands are printed like
this:

select * from publishers

Examples of output from the computer are printed like this:

pub id pub name city state
0736 New Age Books Boston MA
0877 Binnet & Hardley Washington DC
1389 Algodata Infosystems Berkeley CA

XXVIi
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(3 rows affected)

Case

You can disregard case when you type keywords:

SELECT isthe same as Select is the same as select.

Obligatory options {you must choose at least one}

e Curly braces and vertical bars: Choose only one option.

{die on your feet | live on your knees | live on your feet}

Optional options

Ellipsis

*  Curly braces and commas: Choose one or more options. If you choose
more than one, separate your choices with commas.

{cash, check, credit}

e Oneitem in square brackets: You do not have to choose it.
[anchovies]

e Square brackets and vertical bars: Choose none or only one.
[beans | rice | sweet potatoes]

e Square bracketsand commas: Choose none, one, or more than one option.
If you choose more than one, separate your choices with commas.

[extra cheese, avocados, sour cream]

Anédlipsis(. . .) means that you can repeat the last unit as many times as you
like. In this syntax statement, buy is arequired keyword:

buy thing = price [cash | check | credit]
[, thing = price [cash | check | credit]]...

You must buy at least one thing and give its price. You may choose a method
of payment: one of theitems enclosed in square brackets. You may also choose
to buy additional things: as many of them as you like. For each thing you buy,
give its name, its price, and (optionally) a method of payment.
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Expressions

An dlipsis may also be used inline to signify portions of acommand that are
omitted from atext example. The following syntax statement represents the
completecreate database command, even though required keywords and other
options are missing:

create database...for load

Several different types of expressions are used in Adaptive Server syntax
statements.

Table 2: Types of expressions used in syntax statements

Usage Definition
expression Can include constants, literals, functions, column identifiers, variables, or

parameters

logical _expression

An expression that returns TRUE, FALSE, or UNKNOWN

constant_expression

An expression that always returns the same value, such as“5+3" or “ABCDE”

float_expr

Any floating-point expression or expression that implicitly convertsto afloating
value

integer_expr

Any integer expression or an expression that implicitly converts to an integer
value

numeric_expr

Any numeric expression that returns asingle value

char_expr

An expression that returns a single character-type value

binary_expression

An expression that returns a single binary or varbinary value

Accessibility
features

XXViii

This document is available in an HTML version that is specialized for
accessihility. You can navigate the HTML with an adaptive technol ogy such as
ascreen reader, or view it with a screen enlarger.

Adaptive Server documentation has been tested for compliance with U.S.
government Section 508 Accessibility requirements. Documents that comply
with Section 508 generally also meet non-U.S. accessibility guidelines, such as
the World Wide Web Consortium (W3C) guidelines for Web sites.

Note You might need to configure your accessibility tool for optimal use.
Some screen readers pronounce text based on its case; for example, they
pronounce ALL UPPERCASE TEXT asinitials, and MixedCase Text as
words. You might find it helpful to configure your tool to announce syntax
conventions. Consult the documentation for your tool.
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For information about how Sybase supports accessibility, see Sybase
Accessibility at http://www.sybase.com/accessibility. The Sybase Accessibility
site includes links to information on Section 508 and W3C standards.
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CHAPTER 1 Limiting Access to Server
Resources

This chapter describes how to use resource limits to restrict the 1/0O cost,
row count, processing time, or tempdb space that an individual login or
application can use during critical times. It also describes how to create
named time ranges to specify contiguous blocks of time for resource
limits.

Topic Page

What are resource limits?

1

Planning resource limits 2
Enabling resource limits 3
4

7

Defining time ranges
Identifying users and limits

Understanding limit types 12
Creating aresource limit 17
Getting information on existing limits 19
Modifying resource limits 22
Dropping resource limits 23
Resource limit precedence 25

What are resource limits?

Adaptive Server provides resource limits to help System Administrators
prevent queries and transactions from monopolizing server resources.
Resource limits, however, are not fully specified until they are bound to a
time-range.

A resource limit isa set of parameters specified by a System
Administrator to prevent an individual login or application from
exceeeding the limits described in Table 1-1.
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Table 1-1: Resource limits

Llimit being tracked What is tracked by Adaptive Server

Exceeding /O costs Estimated costs — as determined by the
optimizer.
Actual costs— as measured during query
execution

Returning excessive number of rows Tracked on a per-query basis

Exceeding a given elapsed time On aquery batch basisin agiven
transaction.

Utilizing excessive tempdb space Tracked per session

Resource limits are bound to time-ranges, allowing the System Administrator
to define precisely when they should be enforced.

The set of parameters for aresource limit includes the time of day to enforce
the limit and the type of action to take. For example, you can prevent huge
reports from running during critical times of the day, or kill a session whose
guery produces unwanted Cartesian products.

Planning resource limits

In planning aresource limit, consider:

e When to impose the limit (times of day and days of the week)
e Which users and applications to monitor

e What type of limit to impose:

* 1/Ocost (estimated or actual) for queries that may require large
numbers of logical and physical reads

*  Row count for queries that may return large result sets

» Elapsedtimefor queriesthat may take along time to complete either
because of their own complexity or because of external factors such
as server load

»  Whetherto apply alimit toindividual queriesor to specify abroader scope
(query batch or transaction)

*  Whether to enforce the I/O cost limits prior to or during execution
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*  What action to take when the limit is exceeded (issue awarning, abort the
query batch or transaction, or kill the session)

After completing the planning, use:

e sp_add_time_range to create a named time range to specify times for
imposing the limit.

* sp_add_resource_limit to create new resource limits.

e sp_help_resource_limit to obtain information about existing resource
limits.

e sp_modify_time_range and sp_modify_resource_limitto modify timeranges
and resource limits, respectively.

e sp_drop_time_range and sp_drop_resource_limit to drop time ranges and
resource limits, respectively.

Enabling resource limits

To configure Adaptive Server to enable resource limits, use the allow resource
limits configuration parameter:

sp_configure "allow resource limits", 1

1 enablesresource limits; 0 disables them. allow resource limits is static, SO you
must restart the server to reset the changes.

allow resource limits signals the server to allocate internal memory for time
ranges, resource limits, and internal server alarms. It also internally assigns
applicable ranges and limitsto login sessions.

Setting allow resource limits to 1 also changes the output of showplan and
statistics i/o, as follows:

*  showplan displays estimated /O cost information for DML statements.
Theinformation displayed isthe optimizer’s cost estimate for the query as
aunitless number. The total estimated 1/O cost is displayed for the query
asawhole. This cost estimate is dependent on the table statistics (humber
and distribution of values) and the size of the appropriate buffer pools. It
is independent of such factors as the state of the buffer pools and the
number of active users. For more information, see “ M essages describing
access methods, caching, and /O cost” on page 93 in the Performance
and Tuning Guide: Monitoring and Analyzing.
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e statistics i/o includes the actual total 1/0 cost of a statement according to
the optimizer’s costing formula. This value is a number representing the
sum of the number of logical 1/0s multiplied by the cost of alogical 1/0
and the number of physical I/0s multiplied by the cost of aphysical 1/0.

Defining time ranges

A timerange is a contiguous block of time within a single day across one or
more contiguous days of the week. It is defined by its starting and ending
periods.

Adaptive Server includes a predefined “at all times’ range, which covers the
period midnight through midnight, Monday through Sunday. You can create,
modify, and drop additional time ranges as necessary for resource limits.

Named time ranges may overlap. However, the limits for a particular
user/application combination cannot be associated with named timerangesthat
overlap. You can create different limits that share the same time range.

For example, assume that you limit “joe_user” to returning 100 rowswhen he
isrunning the payroll application during business hours. L ater, you attempt to
limit hisrow retrieval during peak hours, which overlap with business hours.
You see amessage that the new limit failed, because it would have overlapped
with an existing limit.

Although you cannot limit the row retrieval for “joe_user” in the payroll
application during overlapping time ranges, you can put a second limit on
“joe_user” during the same time range astherow retrieval limit. For example,
you can limit the amount of time one of his queries can run to the same time
range that you used to limit his row retrieval.

When you create a named time range, Adaptive Server storesit in the
systimeranges systemtableto control when aresourcelimitisactive. Eachtime
range has arange ID number. The“at all times’ rangeisrange ID 1. Adaptive
Server messages refer to specific time ranges.
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Determining the time ranges you need

Use a chart like the one bel ow to determine the time ranges to create for each
server. Monitor server usage throughout the week; then indicate the periods
when your server is especialy busy or is performing crucia tasks that should
not be interrupted.

V| IQ|IQ|IQ|Q|IQ|IQ|IQIQ Q9|09 Q09|99 |00 |©9|9|9 |9
sleleiele|eele|eele|eeielelee|eeeeee|elee
SO AN M IS IO INMNOVODIOdNMIKIODIOIMNOIODIOIA|IN|M|O

Day FHlo|lo|lo|o|lo|o|o|o|o|O|d|ld|d|d|d|dA|dA|dA|d|d|N|N|N|N|O

Mon

Tues

Wed

Thurs

Fri

Sat

Sun

Creating named time ranges

Create new time ranges use sp_add_time_range to:

¢ Namethetimerange

«  Specify the days of the week to begin and end the time range
*  Specify the times of the day to begin and end the time range

For syntax and detailed information, see sp_add_time_range in the Reference
Manual.

A time range example
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Assume that two critical jobs run every week at the following times.
e Job 1 runsfrom 07:00 to 10:00 on Tuesday and Wednesday.
e Job 2 runsfrom 08:00 on Saturday to 13:00 on Sunday.

The following table uses“1” to indicate when job 1 runsand “2” to indicate
when job 2 runs:



Defining time ranges

QI Q|IQ|IQ|I9Q |99 Q|IQ|IQ|I0|9Q|9 Q|99 |09 |9 9Q|9|9 |99
sle|eiee|eiee|eieeiee|eiee|eiee|eele|elele)e
SO AN M IS IDOINMNO DO AN M T OIMNMNOOOODOA|NM N O
Day Flo|jlo|lo|lo|lo|o|0ojolOl0O|d|dA|dA|dA|dA|dA|dA|dA | dA|dA|N|N|N | N |O
Mon
Tues
Wed
Thurs
Fri
Sat 2121222222 |2|2|2|2|2|2|2|2]|2
Sun 212222222 |2|2(2]|2|2]|2

sp_add time range tu wed 7 10,

sp_add_time_ range saturday night,
sp_add_time_ range sunday morning,

Modifying a named time range

Job 1 can be covered by a single time range, tu_wed_7_10:

tuesday,

wednesday,

"7:00", "10:00"

Job 2, however, requires two separate time ranges, for Saturday and Sunday:

saturday,
sunday,

sunday,

Use sp_modify_time_range to:

saturday, "08:00", "23:59"

"0o0:00",

Specify which time range to modify

"13:00"

Specify the change to the days of the week

Specify the change to the times of the day

For syntax and detailed information, see sp_modify_time_range in the
Reference Manual.

For example, to change the end day of the business hours time range to
Saturday, retaining the existing start day, start time, and end time, enter:

sp_modify time range business hours, NULL,

Saturday, NULL, NULL

To specify anew end day and end time for the before_hours time range, enter:

sp_modify time range before hours, NULL,

Saturday,

NULL, "08:00"

Note You cannot modify the “at all times’ time range.
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Dropping a named time range
Use sp_drop_time_range to drop a user-defined time range.

For syntax and detailed information, see sp_drop_time_range in the Reference
Manual.

For exampl e, to removethe eveningstimerangefromthe systimeranges system
table in the master database, enter:

sp_drop_ time range evenings

Note You cannot dropthe“at all times” timerange or any timerangefor which
resource limits are defined.

When do time range changes take effect?

The active time ranges are bound to alogin session at the beginning of each
query batch. A changein the server’s active time ranges due to a change in
actual time has no effect on a session during the processing of a query batch.
In other words, if aresource limit restricts query batches during a given time
range, but the query batch begins before that time range becomes active, the
query batch that is already running is not affected by the resource limit.
However, if you run a second query batch during the same login session, that
query batch is affected by the change in time.

Adding, modifying, and deleting time ranges does not affect the active time
ranges for the login sessions currently in progress.

If aresource limit has atransaction as its scope, and a change occursin the
server’sactivetimerangeswhileatransaction isrunning, the newly activetime
range does not affect the transaction currently in progress.

ldentifying users and limits

For each resource limit, you must specify the object to which the limit applies.
You can apply aresource limit to any of the following:

« All applications used by a particular login
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e All loginsthat use a particular application
e A specific application used by aparticular login

where application is defined as a client program running on top of Adaptive
Server, accessed through a particular login. To run an application on Adaptive
Server, you must specify its name through the CS_APPNAME connection
property using cs_config (an Open Client Client-Library application) or the
DBSETLAPP functionin Open Client DB-Library. To list named applications
running on your server, select the program_name column from the
master..sysprocesses table.

For more information about the CS_APPNAME connection property, see the
Open Client Client-Library/C Reference Manual. For more information on the
DBSETLAPP function, see the Open Client DB-Library/C Reference Manual.

Identifying heavy-usage users

Before you implement resource limits, run sp_reportstats. The output from this
procedure can help you identify users with heavy system usage. For example:

sSp_reportstats

CPU Percent CPU I/0 Percent I/O
0 0% 0 0%

10000 24.9962% 5000 24 .325%
10002 25.0013% 5321 25.8866%
10001 24.9987% 5123 24.9234%
10003 25.0038% 5111 24 .865%

Total CPU Total I/0

The output above indicates that usage is balanced among the users. For more
information on chargeback accounting, see “ Setting Configuration
Parameters’ on page 61 and “ Setting Configuration Parameters’ on page 61.

Identifying heavy-usage applications

To identify the applications running on your system and the users who are
running them, query the sysprocesses system table in the master database.
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spid
17
424
526
568
595
646
775

(7 rows affected)

cpu

The following query determines that isql, payroll, perl, and acctng are the only
client programs whose names were passed to the Adaptive Server:

select spid, cpu, physical io,
substring (user name(uid),1,10) user name,
hostname, program name, cmd

from sysprocesses

physical io wuser name hostname program name cmd

12748 dbo sabrina isqgl SELECT
0 dbo HOWELL isqgl UPDATE

365 Jjoe scotty payroll UPDATE
8160 dbo smokey perl SELECT
1 dbo froth isqgl DELETE

0 guest walker isqgl SELECT
48723 joe user mohindra acctng SELECT

Because sysprocesses is built dynamically to report current processes,
repeated queries produce different results. Repeat this query throughout the
day over aperiod of time to determine which applications are running on your
system.

The CPU and physical 1/0 values are flushed to the syslogins system table
periodically where they increment the values shown by sp_reportstats.

After identifying the applications running on your system, use showplan and
statistics io to evaluate the resource usage of the queries in the applications.

If you have configured Adaptive Server to enable resource limits, you can use
showplan to evaluate resources used prior to execution and statistics io to
evaluate resources used during execution. For information on configuring
Adaptive Server to enable resource limits, see “ Enabling resource limits’ on

page 3.
In addition to statistics io, statistics time is also useful for evaluating the

resources a query consumes. Use statistics time to display the time it takes to
execute each step of the query.

Choosing alimit type

After you determine the users and applications to limit, you have a choice of
three different types of resource limits.
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Table 1-2 describes the function and scope of each limit type and indicates the
tools that help determine whether a particular query might benefit from this

type of limit. In some cases, it may be appropriate to create more than onetype
of limit for a given user and application. For more information on limit types,

see “Understanding limit types’ on page 12.

Table 1-2: Resource limit types

Enforced
Limit type Use for queries that Measuring resource usage Scope during
io_cost Require many logical and Use set showplan on before Query Preexecution
physical reads. running the query, to display its or execution
estimated 1/O cost; use set
statistics io on to observe the
actual 1/0 cost.
row_count Return large result sets. Use the @@rowcount global Query Execution
variable to help develop
appropriate limitsfor row count.
elapsed_time  Takealongtimeto complete, Useset statistics time on before  Querybatch  Execution
either because of their own running the query, to display or
complexity or because of elapsed time in milliseconds. transaction
externa factors such as server
load or waiting for alock.
tempdb_space Useadll spaceintempdb when  Number of pages used in Querybatch  Execution
creating work or temporary tempdb per session. or
tables. transaction

The spt_limit_types system table stores information about each limit type.

Determining time of enforcement

Time of enforcement isthe phase of query processing during which Adaptive
Server applies a given resource limit. Resource limits occur during:

10

»  Preexecution— Adaptive Server appliesresource limits prior to execution,
based on the optimizer’s I/O cost estimate. This limit prevents execution
of potentially expensive queries. |/O cost isthe only resourcetypethat can

be limited at preexecution time.

When evaluating the I/O cost of data manipulation language (DML)
statements within the clauses of a conditional statement, Adaptive Server
considers each DML statement individually. It evaluates all statements,
even though only one clauseis actually executed.
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A preexecution time resource limit can have only aquery limit scope; that
is, the values of the resources being limited at compile time are computed
and monitored on a query-by-query basis only.

Adaptive Server does not enforce preexecution time resource limits
statements in a trigger.

«  Execution — Adaptive Server appliesresource limits at runtime, and is
usually used to prevent a query from monopolizing server and operating
system resources. Execution time limits may use more resources
(additional CPU time as well as 1/0) than pre-execution time limits.

Determining the scope of resource limits

The scope parameter specifies the duration of alimit in Transact-SQL
statements. The possible limit scopes are query, query batch, and transaction:

e Query — Adaptive Server applies resource limitsto any single
Transact-SQL statement that accesses the server; for example, select,
insert, and update. When you issue these statements within a query batch,
Adaptive Server evaluates them individually.

Adaptive Server considers a stored procedure to be a series of DML
statements. It evaluates the resource limit of each statement within the
stored procedure. If astored procedure executes another stored procedure,
Adaptive Server evaluates each DML statement within the nested stored
procedure at the inner nesting level.

Adaptive Server checks preexecution time resource limits with a query
scope, one nesting level at atime. As Adaptive Server enters each nesting
level, it checks the active resource limits against the estimated resource
usage of each DML statement prior to executing any of the statements at
that nesting level. A resource limit violation occursif the estimated
resource usage of any DML query at that nesting level exceeds the limit
value of an active resource limit. Adaptive Server takes the action that is
bound to the violated resource limit.

Adaptive Server checks execution time resource limits with aquery scope
against the cumulative resource usage of each DML query. A limit
violation occurs when the resource usage of a query exceeds the limit
value of an active execution time resource limit. Again, Adaptive Server
takes the action that is bound to that resource limit.
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Query batch — query batch consists of one or more Transact-SQL
statements; for example, inisql, agroup of queries becomes aquery batch
when executed by a single go command terminator.

The query batch begins at nesting level O; each call to a stored procedure
incrementsthe nesting level by 1 (up to the maximum nesting level). Each
return from a stored procedure decrements the nesting level by 1.

Only execution time resource limits can have a query batch scope.

Adaptive Server checks execution time resource limits with aquery batch
scope against the cumulative resource usage of the statementsin each
query batch. A limit violation occurs when the resource usage of the query
batch exceeds the limit value of an active execution time resource limit.
Adaptive Server takes the action that is bound to that resource limit.

Transaction—Adaptive Server applieslimitswith atransaction scopeto all
nesting levelsduring the transaction against the cumul ative resource usage
for the transaction.

A limit violation occurs when the resource usage of the transaction
exceeds the limit value of an active execution time resource limit.
Adaptive Server takes the action that is bound to that resource limit.

Only execution time resource limits can have a transaction scope.

Adaptive Server does not recognize nested transactions when applying
resource limits. A resource limit on a transaction begins when
@@trancount is set to 1 and ends when @@trancount is set to 0.

Understanding limit types

There arefour types of resource limitsthat allow you to limit resource usagein
different ways:

12

Limiting I/O cost
Identifying I/O costs
Calculating the I/O cost of a cursor

scoping of theio_cost limit type
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Limiting I/O cost

1/0O cost isbased on the number of logical and physical accesses (“reads’) used
during query processing. To determine the most efficient processing plan prior
to execution, the Adaptive Server optimizer uses both logical and physical
resources to compute an estimated 1/0 cost.

Adaptive Server uses the result of the optimizer’s costing formulaas a
“unitless’” number; that is, a value not necessarily based on asingle unit of
measurement (such as seconds or milliseconds).

To set resource limits, you must understand how those limits translate into
runtime system overhead. For example, you must know the effect that a query
with a cost of x logical and of y physical 1/0s has on a production server.

Limitingio_cost can control I/O-intensive queries, including queriesthat return
alarge result set. However, if you run asimple query that returns al the rows
of alargetable, and you do not have current statistics on the table's size, the
optimizer may not estimate that the query exceedsthe io_cost resource limit.
To prevent queries from returning large result sets, create aresource limit on
row_count.

The tracking of 1/0 cost limits may be less precise for partitioned tables than
for unpartitioned tables when Adaptive Server is configured for parallel query
processing. For more information on using resource limitsin parallel queries,
see the Performance and Tuning Guide.

Identifying 1/O costs

To develop appropriate limitsfor I/O cost, determine the number of logical and
physical reads required for some typical queries. Use the following set
commands:

e set showplan on displays the optimizer’s cost estimate. Use this
information to set preexecution time resource limits. A preexecution time
resource limit violation occurs when the optimizer’s 1/O cost estimate for
aquery exceeds the limit value. Such limits prevent the execution of
potentially expensive queries.

e setstatistics io on displays the number of actual logical and physical reads
reguired. Use thisinformation to set execution time resource limits. An
execution timeresource limit violation occurswhen the actual 1/0 cost for
aquery exceeds the limit value.
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Statistics for actual 1/0 cost include access costs only for user tables and
worktables involved in the query. Adaptive Server may use other tables
internally; for example, it accesses sysmessages to print out statistics.
Therefore, there may be instances when a query exceeds its actual 1/0 cost
limit, even though the statistics indicate otherwise.

In costing a query, the optimizer assumes that every page needed requires a
physical I/O for thefirst access and is found in the cache for repeated accesses.
Actua 1/O costs may differ from the optimizer’s estimated costs, for several
reasons.

The estimated cost is higher than the actual cost if some pages are aready in
the cacheor if the statistics are incorrect. The estimated cost may belower than
the actual cost if the optimizer chooses 16K 1/0, and some of the pages arein
2K cache pools, which requires many 2K 1/Os. Also, if abigjoin forcesthe
cache to flush its pages back to disk, repeated access may require repeated
physical 1/Os.

The optimizer’s estimates are not accurate if the distribution or density
statistics are out of date or cannot be used.

Calculating the I/O cost of a cursor

The cost estimate for processing acursor iscalcul ated at declare cursor timefor
all cursors except execute cursors, which is calculated when the cursor opens.

Preexecution time resource limitson 1/O cost are enforced at open cursorname
time for all cursor types. The optimizer recal culates the limit value each time
the user attempts to open the cursor.

An execution time resource limit appliesto the cumulative 1/O cost of acursor
from the time the cursor opensto thetime it closes. The optimizer recal cul ates
the 1/O limit each time a cursor opens.

For adiscussion of cursors, see the Transact-SQL User’s Guide.

The scope of the io_cost limit type
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A resource limit that restricts 1/O cost applies only to single queries. If you

issue several statementsin a query batch, Adaptive Server evaluatesthe I/0
usage for each query. For more information, see “ Determining the scope of
resource limits” on page 11.
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Limiting elapsed time

Elapsed time isthe number of seconds, in wall-clock time, required to execute
aquery batch or transaction. Elapsed time is determined by such factors as
query complexity, server load, and waiting for locks.

To help develop appropriate limits for elapsed time use information you have
gathered with set statistics time. You can limit the el apsed time resource only at
execution time.

With set statistics time Set on, run sometypical queriesto determine processing
time in milliseconds. Convert milliseconds to seconds when you create the
resource limit.

Elapsed time resource limits are applied to all SQL statementsin thelimit's
scope (query batch or transaction), not just to the DML statements. A resource
limit violation occurs when the elapsed time for the appropriate scope exceeds
the limit value.

Because elapsed timeis limited only at execution time, an individual query
continuesto run, evenif its elapsed time exceeds the limit. If thereare multiple
statements in a batch, an elapsed time limit takes effect after a statement
violatesthelimit and before the next statement is executed. If thereisonly one
statement in a batch, setting an elapsed time limit has no effect.

Separate elapsed time limits are not applied to nested stored procedures or
transactions. In other words, if one transaction is nested within another, the
elapsed time limit applies to the outer transaction, which encompasses the
elapsed time of the inner transaction. Therefore, if you are counting the
wall-clock running time of atransaction, that running timeincludes all nested
transactions.

The scope of the elapsed_time limit type

The scope of aresource limit that restricts elapsed timeis either a query batch
or transaction. You cannot restrict the elapsed time of a single query. For more
information, see “ Determining the scope of resource limits” on page 11.

Limiting the size of the result set

Therow_count limit typelimitsthe number of rowsreturned to the user. A limit
violation occurs when the number of rows returned by a select statement
exceeds the limit value.
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If theresource limit issues awarning asits action, and a query exceeds the row
limit, thefull number of rowsarereturned, followed by awarning that indicates
the limit value; for example:

Row count exceeded limit of 50.

If the resource limit’s action aborts the query batch or transaction or kills the
session, and aquery exceedstherow limit, only the limited number of rowsare
returned and the query batch, transaction, or session aborts. Adaptive Server
displays a message like the following:

Row count exceeded limit of 50.
Transaction has been aborted.

Therow_count limit type appliesto al select statements at execution time. You
cannot limit an estimated number of rows returned at preexecution time.

Determining row count limits

Use the @@rowcount global variable to help devel op appropriate limits for
row count. Selecting thisvariable after running atypical query cantell you how
many rows the query returned.

Applying row count limits to a cursor

A row count limit applies to the cumulative number of rows that are returned
through a cursor from the time the cursor opensto the time it closes. The
optimizer recal culates the row_count limit each time a cursor opens.

The scope of the row_count limit type

A resource limit that restricts row count applies only to single queries, not to
cumulative rows returned by a query batch or transaction. For more
information, see “Determining the scope of resource limits” on page 11.

Setting limits for tempdb space usage

The tempdb_space resource limit restricts the number of pages atempdb
database can have during asingle session. If auser exceedsthe specified limit,
the session can be terminated, or the batch or transaction aborted.
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For queries executed in parallel, thetempdb_space resourcelimit is distributed
equally among the parallel threads. For example, if thetempdb_space resource
limit is set at 1500 pages and a user executes the following with three-way

parallelism, each parallel thread can create a maximum of 500 pagesin tempdb:

select into #temptable from partitioned table

The system administrator or database administrator setsthe tempdb_space
limit using sp_add_resource_limit, and drops the tempdb_space limit using
sp_drop_resource_limit.

Creating a resource limit

Create a new resource limit with sp_add_resource_limit. The syntax is:

sp_add_resource_limit name, appname, rangename, limittype,
limit_value, enforced, action, scope

Use this system procedure’s parameters to:

Specify the name of the user or application to which the resource limit
applies.
You must specify either aname or an appname or both. If you specify a

user, the name must exist in the syslogins table. Specify “null” to create a
limit that appliesto all users or all applications.

Specify the type of limit (io_cost, row_count, elapsed_time, or
tempdb_space), and set an appropriate value for the limit type.

For more information, see “Choosing a limit type” on page 9.

Specify whether the resource limit is enforced prior to or during query
execution.

Specify numeric values for this parameter. Preexecution time resource
limits, which are specified as 1, are valid only for theio_cost limit.
Execution time resource limits, which are specified as 2, are valid for all
three limit types. For more information, see “ Determining time of
enforcement” on page 10.

Specify the action to betaken (issue awarning, abort the query batch, abort
the transaction, or kill the session).

Specify numeric values for this parameter.

Specify the scope (query, query batch, or transaction).
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Specify numeric values for this parameter. For more information, see
“Determining the scope of resource limits’ on page 11.

For detailed information, see sp_add_resource_limit in the Reference Manual.

Resource limit examples

This section includes three examples of setting resource limits.

Examples

Example 1 Thisexample creates aresource limit that applies to all users of
the payroll application because the name parameter isNULL:

sp_add resource limit NULL, payroll, tu wed 7 10,
elapsed time, 120, 2, 1, 2

Thelimitisvalid during thetu_wed_7_10 time range. The limit type,
elapsed_time, is set to avalue of 120 seconds. Because elapsed_time is
enforced only at execution time, the enforced parameter isset to 2. The action
parameter is set to 1, which issuesawarning. Thelimit'sscopeisset to 2, query
batch, by the last parameter. Therefore, when the elapsed time of the query
batch takes more than 120 seconds to execute, Adaptive Server issues a
warning.

Example 2 Thisexample creates aresource limit that appliesto al ad hoc
queries and applications run by “joe_user” during the saturday night time
range:

sp_add resource limit joe user, NULL, saturday night,
row_count, 5000, 2, 3, 1

If aquery (scope = 1) returns more than 5000 rows, Adaptive Server abortsthe
transaction (action = 3). Thisresource limit is enforced at execution time
(enforced = 2).

Example 3 Thisexample also creates aresource limit that appliesto all ad
hoc queries and applications run by “joe_user”:

sp_add resource limit joe user, NULL, "at all times",
io cost, 650, 1, 3, 1

18 Adaptive Server Entreprise



CHAPTER 1 Limiting Access to Server Resources

However, this resource limit specifies the default time range, “at all times.”
When the optimizer estimates that the io_cost of the query (scope = 1) would
exceed the specified value of 650, Adaptive Server aborts the transaction
(action = 3). Thisresource limit is enforced at preexecution time

(enforced = 1).

Note Although Adaptive Server terminates the current transaction when it
reaches its time limit, you receive no 1105 error message until you issue
another SQL command or batch; in other words, the message appears only
when you attempt to use the connection again.

Getting information on existing limits
Use sp_help_resource_limit to get information about existing resource limits.

Users who do not have the System Administrator role can use
sp_help_resource_limit to list only their own resource limits.

Users either specify their own login names as a parameter or specify the name
parameter as“null.” Thefollowing examplesreturn all resourcelimitsfor user
“joe_user” when executed by joe user:

sp_help resource limit
or
sp_help resource limit joe user

System Administrators can usesp_help_resource_limit to display the following
information:

e All limitsas stored in sysresourcelimits (all parameters NULL); for
example:

sp_help resource limit

e All limitsfor agiven login (nameisnot NULL, all other parameters are
NULL); for example:

sp_help resource limit joe user

e All limitsfor agiven application (appnameisnot NULL; all other
parameters are NULL); for example:

sp_help resource limit NULL, payroll
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« Alllimitsin effect at agiventimeor day (either limittime or limitday isnot
NULL; all other parameters NULL); for example:

sp_help resource limit @limitday = wednesday

» Limit,if any, ineffect at agiventimefor agivenlogin (nameisnot NULL,
either limittime or limitday is not NULL); for example:

sp_help resource limit joe user, NULL, NULL,
wednesday

For detailed information, see sp_help_resource_limit in the Reference Manual.

Example of listing all existing resource limits

Whenyouusesp_help_resource_limit without any parameters, Adaptive Server
lists al resource limits within the server. For example:

sp_help resource limit

name appname rangename rangeid limitid limitvalue enforced action scope
NULL acctng evenings 4 2 120 2 1 2
stein NULL weekends 1 3 5000 2 1 1
joe_user acctng bus_hours 5 3 2500 2 2 1
joe_user finance bus_hours 5 2 160 2 1 6
wong NULL mornings 2 3 2000 2 1 1
wong acctng bus_hours 5 1 75 1 3 1

In the output, the rangeid column prints the value from systimeranges.id that
corresponds to the name in the rangename column. The limitvalue column
reports the value set by sp_add_resource_limit or sp_modify_resource_limit.
Table 1-3 shows the meaning of the values in the limitid, enforced, action, and
scope columns.
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Table 1-3: Values for sp_help_resource_limit output

Column Meaning Value
limitid What kind of limit isit? 1-1/O cost
2 —Elapsed time
3 —Row count
enforced Whenisthelimit enforced? 1 — Before execution
2 —During execution
3-Both
action What action istaken when  1—|ssue awarning
thelimit is hit? 2 — Abort the query batch

3 —Abort the transaction
4 —Kill the session

scope What is the scope of the 1-Query
limit? 2 — Query batch
4 —Transaction

6 — Query batch + transaction

If a System Administrator specifies alogin name when executing
sp_help_resource_limit, Adaptive Server lists all resource limits for that login.
The output displays not only resource limits specific to the named user, but all
resource limits that pertain to all users of specified applications, because the
named user isincluded among all users.

For example, the following output shows all resource limits that apply to
“joe_user”. Because aresource limit is defined for all users of the acctng
application, thislimit isincluded in the output.

sp_help resource limit joe user

name appname rangename rangeid limitid limitvalue enforced action scope
NULL acctng evenings 4 2 120 2 1 2
joe user acctng bus_ hours 5 3 2500 2 2 1
joe user finance bus hours 5 2 160 2 1 6

System Administration Guide: Volume 2 21



Modifying resource limits

Modifying resource limits

Use sp_modify_resource_limit to specify anew limit value or a new action to
take when the limit is exceeded or both. You cannot change the login or
application to which alimit applies or specify a new time range, limit type,
enforcement time, or scope.

The syntax of sp_modify_resource_limit is:

sp_modify_resource_limit name, appname, rangename, limittype,
limitvalue, enforced, action, scope

To modify aresource limit, specify the following values:
e You must specify anon-null value for either name or appname.

e Tomodify alimit that appliesto all users of a particular application,
specify aname of “null.”

e Tomodify alimit that appliesto all applications used by name,
specify an appname of “null.”

e Tomodify alimit that governs a particular application, specify the
application name that the client program passes to the Adaptive
Server in the login packet.

e You must specify non-null values for rangename and limittype. To
uniquely identify the limit, specify non-null values for action and scope.

e Specifying “null” for limitval ue or action indicates that its value does not
change.

For detailed information, see sp_modify _resource_limit in the Reference
Manual.

Examples of modifying a resource limit
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This example changes the value of the resource limit that restricts elapsed time
to all users of the payroll application during thetu_wed_7_10 timerange. The
limit value for elapsed time decreases to 90 seconds (from 120 seconds). The
values for time of execution, action taken, and scope remain unchanged.

sp_modify resource limit NULL, payroll, tu wed 7 10,
elapsed time, 90, null, null, 2

Adaptive Server Entreprise



CHAPTER 1 Limiting Access to Server Resources

This example changes the action taken by the resource limit that restricts the
row count of all ad hoc queries and applications run by “joe user” during the
saturday_night time range. The previous value for action was 3, which aborts
the transaction when a query exceeds the specified row count. The new value
isto 2, which aborts the query batch. The values for limit type, time of
execution, and scope remain unchanged.

sp_modify resource limit joe user, NULL,
saturday night, row count, NULL, NULL, 2, NULL

Adaptive Server Enterprise provides resource limitsto help System
Administrators prevent queries and transactions from monopolizing server
resources. Resource limits, however, are not fully specified until they are
bound to atime range.

A resource limit isa set of parameters specified by a System Administrator to
prevent an individual login or application from:

*  Exceeding agiven estimated or actual /O costs.

¢ Returning excessive rows on a per query basis.

*  Exceeding agiven elapsed time on a query batch or transaction basis.
»  Utilizing excessive tempdb space per session.

In Adaptive Server Enterprise version 12.5.3, when the System Administrator
modifies aresource limit, all userslogged in the session see the change,
including the System Administrator.

See " Getting information on existing limits” on page 19 for more information.

Dropping resource limits

Use sp_drop_resource_limit to drop a resource limit from an Adaptive Server.
The syntax is:

sp_drop_resource_limit {name , appname } [, rangename, limittype,
enforced, action, scope]

Specify enough information to uniquely identify the limit. You must specify a
non-null value for either name or appname. In addition, specify values
according to those shown in Table 1-4.

System Administration Guide: Volume 2 23



Dropping resource limits

Table 1-4: Identifying resource limits to drop

Parameter Value specified Consequence
name » Specified login Drops limits that apply to the particular login.
< NULL Drops limits that apply to all users of a particular application.
appname » Specified application Drops limits that apply to a particular application.
 NULL Drops limits that apply to all applications used by the
specified login.
timerange ¢ Anexisting timerange stored in  Drops limits that apply to a particular time range.
the systimeranges system table  pyops 4l resource limits for the specified name, appnare,
« NULL [imittype, enforcement time, action, and scope, without regard
to rangename.
limittype « One of thethreelimit types: Drops limits that apply to aparticular limit type.
row_count, elapsed_time, io_cost - props al| resource limits for the specified name, appname,
¢ NULL timerange, action, and scope, without regard to limittype.
enforced * One of the enforcement times: Drops the limits that apply to the specified enforcement time.
pre-execution or execution Drops all resource limits for the specified name, appname,
 NULL limittype, timerange, action, and scope, without regard to
enforcement time.
action * One of the four action types: Drops the limits that apply to a particular action type.
issuewarning, abort query batch,  props all resource limits for the specified name, appnarme,
abort transaction, kill session timerange, limittype, enforcement time, and scope, without
 NULL regard to action.
scope « One of the scope types. query, Drops the limits that apply to a particular scope.

query batch, transaction
NULL

Drops all resource limits for the specified name, appname,
timerange, limittype, enforcement time, and action, without
regard to scope.

When you use sp_droplogin to drop an Adaptive Server login, all resource
limits associated with that login are also dropped.

For detailed information, see sp_drop_resource_limit in the Reference Manual.

Examples of dropping a resource limit

Example 1 Dropsall resource limitsfor al users of the payroll application
during thetu_wed_7_10 timerange:

24

sp_drop resource limit NULL, payroll,
elapsed _time

tu wed 7 10,

Adaptive Server Entreprise



CHAPTER 1 Limiting Access to Server Resources

Example 2 Issimilar to the preceding example, but drops only the resource
limit that governs elapsed time for all users of the payroll application during
thetu_wed_7_10 timerange:

sp_drop_ resource limit NULL, payroll, tu wed 7 10

Example 3 Dropsall resource limitsfor “joe_user” from the payroll
application:

sp_drop resource limit joe user, payroll

Resource limit precedence

Time ranges

Resource limits

Adaptive Server provides precedence rules for time ranges and resource limits.

For each login session during the currently active time ranges, only one limit
can beactivefor each distinct combination of limit type, enforcement time, and
scope. The precedence rules for determining the active limit are as follows:

« If nolimit isdefined for thelogin ID for either the “at all times” range or
the currently active time ranges, thereis no active limit.

e If limits are defined for the login for both the “at all times” and
time-specific ranges, then the limit for the time-specific range takes
precedence.

Since either the user’slogin name or the application name, or both, are used to
identify aresource limit, Adaptive Server observes a predefined search
precedence while scanning the sysresourcelimits table for applicable limits for
alogin session. The following table describes the precedence of matching
ordered pairs of login name and application name:

Level Login name Application name
1 joe_user payroll
2 NULL payroll
3 joe_user NULL
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If one or more matches are found for agiven precedencelevel, no further levels
are searched. This prevents conflicts regarding similar limits for different
login/application combinations.

If no match isfound at any level, no limit isimposed on the session.
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This chapter describes how to create and administer disk mirrors.
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What is disk mirroring?

Disk mirroring can provide nonstop recovery in the event of media
failure. The disk mirror command causes an Adaptive Server database
device to be duplicated, that is, all writesto the device are copied to a
separate physical device. If one device fails, the other contains an
up-to-date copy of all transactions.

When aread or writeto amirrored device fails, Adaptive Server
“unmirrors’ the bad device and displays error messages. Adaptive Server
continues to run unmirrored.

Deciding what to mirror

When deciding to mirror adevice, you must weigh such factors asthe
costs of system downtime, possiblereductionin performance, and the cost
of storage media. Reviewing these issues will help you decide what to
mirror—only the transaction logs, all devices on a server, or selected
devices.
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Note You cannot mirror a dump device.

Mirror all default database devices so that you are protected if a create or
alter database command affects a database device in the default list.

In addition to mirroring user database devices, you should always put their
transaction logs on a separate database device. You can also mirror the
database device used for transaction logs for even greater protection.

To put a database's transaction log (that is, the system table syslogs) on a
different device than the one on which the rest of the database is stored,
name the database device and thelog device when you create the database.
You can also use alter database to add a second device and then run
sp_logdevice.

Here are three examples that involve different cost and performance
trade-offs:

»  Speed of recovery — you can achieve nonstop recovery when the
master and user databases (including logs) are mirrored and can
recover without the need to reload transaction logs.

e Storage space — immediate recovery requires full redundancy (all
databases and logs mirrored), which consumes disk space.

e Impact on performance — Mirroring the user databases (as shown in
Figure 2-2 on page 29 and Figure 2-3 on page 30) increasesthetime
needed to write transactions to both disks.

Mirroring using minimal physical disk space

28

Figure 2-1 illustrates the “minimum guaranteed configuration” for
database recovery in case of hardware failure. The master device and a
mirror of the user database transaction log are stored in separate partitions
on one physical disk. The other disk stores the user database and its
transaction log in two separate disk partitions.

If the disk with the user database fails, you can restore the user database
on anew disk from your backups and the mirrored transaction log.

If the disk with the master devicefails, you can restore the master device
from a database dump of the master database and remirror the user
database’s transaction log.
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Figure 2-1: Disk mirroring using minimal physical disk space
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This configuration minimizes the amount of disk storage required. It
provides for full recovery, even if the disk storing the user database and
transaction log is damaged, because the mirror of the transaction log
ensures full recovery. However, this configuration does not provide
nonstop recovery because the master and user databases are not being
mirrored and must be recovered from backups.

Mirroring for nonstop recovery
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Figure 2-2 representsanother mirror configuration. Inthiscase, the master
device, user databases, and transaction log are all stored on different
partitions of the same physical device and are all mirrored to a second
physical device.

Theconfiguration in Figure 2-2 provides nonstop recovery from hardware
failure. Working copies of the master and user databases and log on the
primary disk are all mirrored, and failure of either disk does not interrupt
Adaptive Server users.

Figure 2-2: Disk mirroring for rapid recovery
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With this configuration, all datais written twice, once to the primary disk
and once to the mirror. Applications that involve many writes may be
slower with disk mirroring than without mirroring.

Figure 2-3 illustrates another configuration with ahigh level of
redundancy. In this configuration, all three database devices are mirrored,
but the configuration uses four disksinstead of two. This configuration
speeds performance during write transacti ons because the database
transaction log is stored on a different device from the user databases, and
the system can access both with less disk head travel.

Figure 2-3: Disk mirroring: keeping transaction logs on a separate

disk
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device evice
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9 logs
Master and Mirror of
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Mirror of
User databases user databases
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Conditions that do not disable mirroring

Adaptive Server disablesamirror only when it encountersan I/O error on
amirrored device. For example, if Adaptive Server tries to write to a bad
block on the disk, the resulting error disables mirroring for the device.
However, processing continues without interruption on the unaffected
mirror.

The following conditions do not disable a mirror:

e Anunused block on adeviceis bad. Adaptive Server does not detect
an 1/0 error and disables mirroring until it accesses the bad block.

« Dataon adeviceisoverwritten. This might happen if amirrored
deviceis mounted asa UNIX file system, and UNIX overwritesthe
Adaptive Server data. This causes database corruption, but mirroring
is not disabled, since Adaptive Server would not encounter an 1/0
error.

e Incorrect datais written to both the primary and secondary devices.

e Thefile permissions on an active device are changed. Some System
Administrators may try to test disk mirroring by changing
permissions on one device, hoping to trigger 1/0 failure and unmirror
the other device. But the UNIX operating system does not check
permissions on a device after opening it, so the I/O failure does not
occur until the next time the device is started.

Disk mirroring is not designed to detect or prevent database corruption.
Some of the scenarios described can cause corruption, so you should
regularly run consistency checkssuch asdbcc checkalloc and dbcc checkdb
on all databases. See Chapter 10, “Checking Database Consistency,” for
adiscussion of these commands.
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Disk mirroring commands

Initializing mirrors

32

The disk mirror, disk unmirror, and disk remirror commands control disk
mirroring. All the commands can beissued whilethe devicesarein use, so
you can start or stop database device mirroring while databases are being
used.

Note The disk mirror, disk unmirror, and disk remirror commands alter the
sysdevices table in the master database. After issuing any of these
commands, dump the master database to ensure recovery in case master is
damaged.

disk mirror starts disk mirroring. Do not initialize the mirror device with
disk init. A database device anditsmirror constitute onelogical device. The
disk mirror command adds the mirror nameto the mirrorname columninthe
sysdevices table.

Note To retain use of asynchronous I/O, aways mirror devices that are
capable of asynchronous 1/0 to other devices capable of asynchronous
[/0. In most cases, this means mirroring raw devicesto raw devices and
operating system files to operating system files.

If the operating system cannot perform asynchronous 1/0 on files,
mirroring araw device to aregular file produces an error message.
Mirroring aregular file to araw device works, but does not use
asynchronous I/O.

The disk mirror syntax is:

disk mirror
name = "device_name",
mirror = "physicalname”
[, writes = { serial | noserial }]

device_name is the name of the device that you want to mirror, asit is
recorded in sysdevices.name (by disk init). Usethemirror = * physical name”
clauseto specify the path to the mirror device, enclosed in single or double
quotes. If the mirror deviceisafile, “ physicalname” must unambiguously
identify the path where Adaptive Server creates the file; it cannot specify
the name of an existing file.
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On systemsthat support asynchronous /0O, the writes option allowsyou to
specify whether writes to the first device must finish before writes to the
second device begin (serial) or whether both 1/0 requests are to be queued
immediately, one to each side of the mirror (noserial). In either casg, if a

write cannot be completed, the I/O error causes the bad device to become
unmirrored.

serial writes are the default. The writesto the devices take place
consecutively, that is, the first one finishes before the second one starts.
serial writes provide protection in the case of power failures: one write
may be garbled, but both of them will not be. serial writes are generally
slower than noserial writes.

In the following example, tranlog isthe logical device name for araw
device. Thetranlog devicewasinitialized with disk init and is being used as
atransaction log device (asin create database...log on tranlog). The
following command mirrors the transaction log device:

disk mirror
name = "tranlog",
mirror = "/dev/rxyle"

Unmirroring a device

Disk mirroring is automatically deactivated when one of the two physical
devicesfails. When aread or write to amirrored device is unsuccessful,
Adaptive Server prints error messages. Adaptive Server continuesto run,
unmirrored. You must remirror the disk to restart mirroring.

Use the disk unmirror command to stop the mirroring process during
hardware maintenance:

disk unmirror
name = "device_name"
[, side ={ "primary" | secondary }]
[, mode = { retain | remove }]

Thesside option to the disk unmirror command allows you to specify which
side of the mirror to disable. primary (in quotes) is the device listed in the
name column of sysdevices; secondary (no quotes required) is the device
listed in the mirrorname column of sysdevices. secondary is the default.

The mode option indicates whether the unmirroring process should be
temporary (retain) or permanent (remove). retain is the default.
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Temporarily deactivating a device

By default (mode=retain), Adaptive Server temporarily deactivates the
specified device; you canreactivateit later. Thisissimilar to what happens
when a device fails and Adaptive Server activatesits mirror:

* |/Oisdirected only at the remaining device of the mirrored pair.

»  The status column of sysdevices is altered to indicate that the
mirroring feature has been deactivated.

» Theentriesfor primary (phyname) and secondary (mirrorname) disks
are unchanged.

Permanently disabling a mirror

Use mode=remove to disable disk mirroring. This option eliminates al
references in the system tablesto amirror device, but does not remove an
operating system file that has been used asa mirror.

If you set mode=remove:

e Thestatus columnisaltered toindicate that the mirroring featureisto
be ignored.

e Thephyname columnisreplaced by the name of the secondary device
in the mirrorname column if the primary deviceis the one being
deactivated.

e Themirrorname columnisset to NULL.

Effects on system tables

The mode option changes the status column in sysdevices to indicate that
mirroring has been disabled (see Table 7-2 on page 254). Itseffectson the
phyname and mirrorname columns in sysdevices depend on the side
argument also, as shown in Table 2-1.
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Table 2-1: Effects of mode and side options to the disk mirror
command

side

primary secondary

remove [ Namein mirrorname moved to Name in mirrorname
phyname and mirrorname setto | removed; status changed
null; status changed
retain Names unchanged; status changed to indicate which device
is being deactivated

mode

This example suspends the operation of the primary device:

disk unmirror
name = "tranlog",
side = "primary"

Restarting mirrors

Usedisk remirror to restart amirror processthat has been suspended dueto
adevice failure or with disk unmirror. The syntax is:

disk remirror
name = "device_name"

This command copies the database device to its mirror.

waitfor mirrorexit

Since disk failure can impair system security, you can include the waitfor
mirrorexit command in an application to perform specific taskswhen adisk
becomes unmirrored:

begin
waitfor mirrorexit
commands to be executed
end
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The commands depend on your applications. You may want to add certain
warningsin applicationsthat perform updates, or use sp_dboption to make
certain databases read-only if the disk becomes unmirrored.

Note Adaptive Server knows that a device has become unmirrored only
when it attempts I/O to the mirror device. On mirrored databases, this
occursat acheckpoint or when the Adaptive Server buffer must bewritten
to disk. On mirrored logs, 1/0 occurs when a process writes to the log,
including any committed transaction that performs data modification, a
checkpoint, or a database dump.

waitfor mirrorexit and the error messages that are printed to the console and
error log on mirror failure are activated only by these events.

Mirroring the master device

If you choose to mirror the device that contains the master database, in a
UNIX environment, you must edit the runserver file for your Adaptive
Server so that the mirror device starts when the server starts.

On UNIX, add the -r flag and the name of the mirror device:
dataserver -d /dev/rsdlf -r /dev/rsOe -e/sybase/install/errorlog

For information about mirroring the master device on Windows NT, see
the Utility Guide.

Getting information about devices and mirrors

For areport on all Adaptive Server devices on your system (user database
devices and their mirrors, as well as dump devices), execute
sp_helpdevice.

Disk mirroring tutorial

Thissectionillustratesthe use of disk mirroring commandsand their effect
on selected columns of master..sysdevices. The status number and its
hexidecimal equivalent for each entry in sysdevices are in parentheses:
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Step 1

name
test

Step 2

name
test

Step 3

name
test

Step 4

Initialize a new test device using:

disk init name = "test",
physname = "/usr/sybase/test.dat",
size=5120

This inserts the following values into columns of master..sysdevices:

mirrorname status

/usr/sybase/test.dat NULL 16386

Status 16386 indicates that the device is aphysical device (2,
0x00000002), and any writes are to a UNIX file (16384, 0x00004000).
Since the mirrorname column is null, mirroring is not enabled on this
device.

Mirror the test device using:

disk mirror name = "test",
mirror = "/usr/sybase/test.mir"

This changes the master..sysdevices columns to:

mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 17122

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file device (16384, 0x00004000), the
deviceis mirrored (64, 0x00000040), and serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Disable the mirror device (the secondary side), but retain that mirror:

disk unmirror name = "test",
side = secondary, mode = retain
mirrorname status

/usr/sybase/test.dat /usr/sybase/test.mir 18658

Status 18658 indicates that the device is mirrored (64, 0x00000040), and
the mirror device has been retained (2048, 0x00000800), but mirroring has
been disabled (512 bit off), and only the primary device is used (256 bit
off). Reads are mirrored (128, 0x00000080), and writes are mirrored to a
UNIX file (16384, 0x00004000) and are in serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Remirror the test device:
disk remirror name = "test"

This resets the master..sysdevices columns to:
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name phyname mirrorname status
test /usr/sybase/test.dat /usr/sybase/test.mir 17122

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file device (16384, 0x00004000), the
deviceis mirrored (64, 0x00000040), and serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Step 5 Disable the test device (the primary side), but retain that mirror:

disk unmirror name = "test",
side = "primary", mode = retain

This changes the master..sysdevices columns to:

name phyname mirrorname status
test /usr/sybase/test.dat /usr/sybase/test.mir 16866

Status 16866 indicates that the device is mirrored (64, 0x00000040), but
mirroring has been disabled (512 hit off) and that only the secondary
deviceisused (256, 0x00000100). Reads are mirrored (128, 0x00000080),
and writes are mirrored to a UNIX file (16384, 0x00004000), and arein
seria (32, 0x00000020). The device isa physical disk (2, 0x00000002).

Step 6 Remirror the test device:
disk remirror name = "test"
This resets the master..sysdevices columns to:

name phyname mirrorname status
test /usr/sybase/test.dat /usr/sybase/test.mir 17122

Status 17122 indicates that mirroring is currently enabled (512,
0x00000200) on this device. Reads are mirrored (128, 0x00000080), and
writes are mirrored to a UNIX file device (16384, 0x00004000), the
deviceis mirrored (64, 0x00000040), and serial (32, 0x00000020). The
deviceisaphysical disk (2, 0x00000002).

Step 7 Disable the test device (the primary side), and remove that mirror:
disk unmirror name = "test", side = "primary",
mode = remove

This changes the master..sysdevices columns to:

name phyname mirrorname status
test /usr/sybase/test.dat NULL 16386
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Step 8

Status 16386 indicates that the device is aphysical device (2,
0x00000002), and any writes are to a UNIX file (16384, 0x00004000).
Since the mirrorname column is null, mirroring is not enabled on this
device.

Remove the test device to complete the tutorial:
sp_dropdevice test

Thisremoves al entries for the test device from master..sysdevices.

Disk resizing and mirroring

You can use disk resize command only when mirroring is permanently
disabled. If you try to run disk resize on a device that ismirrored, you see
this:

disk resize can proceed only when mirroring is
permanently disabled. Unmirror secondary with mode =
'remove' and re-execute disk resize command.

When mirroring is only temporarily disabled, two scenarios can arise;

e The primary device is active while the secondary device is
temporarily disabled and produces the same error as shown above.

e The secondary deviceis active while the primary device is
temporarily disabled and produces an error with this message;

disk resize can proceed only when mirroring is
permanently disabled. Unmirror primary with mode
= 'remove' and re-execute the command.

[dincreasing the size of a mirrored device
1 Permanently disable mirroring on the device.
2 Increase the size of the primary device.
3 Physically remove the mirror device (in case of file).
4

Reestablish mirroring.
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Configuring Memory

This chapter describes how Adaptive Server uses memory and explains
how to maximize the memory available to Adaptive Server on your
system.
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Determining memory availability for Adaptive Server

The more memory that is available, the more resources Adaptive Server
hasfor internal buffers and caches. Having enough memory available for
caches reduces the number of times Adaptive Server has to read data or
procedure plans from disk.

There is no performance penalty for configuring Adaptive Server to use
the maximum amount of memory available on your computer. However,
assess the other memory needs on your system first, and then configure
the Adaptive Server to use only the remaining memory that is still
available. Adaptive Server may not be ableto start if it cannot acquire the
memory for which it is configured.

To determine the maximum amount of memory available on your system
for Adaptive Server:
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1 Determine the total amount of physical memory on your computer
system.

2 Subtract the memory required for the operating system from the total
physical memory.

3 Subtract the memory required for Backup Server, Monitor Server, or
other Adaptive Server-related software that must run on the same
machine.

4  If the machineis not dedicated to Adaptive Server, also subtract the
memory requirements for other system uses.

For exampl e, subtract the memory used by any client applicationsthat
run on the Adaptive Server machine. Windowing systems, such as X
Windows, require alot of memory and may interfere with Adaptive
Server performance when used on the same machine as Adaptive
Server.

The memory left over after subtracting requirements for the operating
system and other applicationsis the total memory available for Adaptive
Server. Thevalue of the max memory configuration parameter specifiesthe
maximum amount of memory to which Adaptive Server is configurable.
See*” Configuration parametersthat affect memory allocation” on page 51
for information about configuring Adaptive Server to use this memory.

How Adaptive Server allocates memory
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All database object pagesare sized interms of thelogical page size, which
you specify when you build a new master device. All databases—and all
objects in every database—use the same logical page size. The size of
Adaptive Server’slogical pages (2, 4, 8, or 16K) determines the server’s
space allocation. Each allocation page, object allocation map (OAM)
page, data page, index page, text page, and so on are built on alogical
page. For example, if thelogical page size of Adaptive Server is 8K, each
of these page types are 8K in size. All of these pages consume the entire
size specified by the size of the logical page. Larger logical pages allow
you to create larger rows, which can improve your performance because
Adaptive Server accesses more data each time it reads a page. For
example, a16K page can hold 8 timesthe amount of dataasa 2K page, an
8K page holds 4 times as much data as a 2K page, and so on, for all the
sizesfor logical pages.

Adaptive Server Entreprise



CHAPTER 3 Configuring Memory

Thelogical page size is a server-wide setting; you cannot have databases
with varying size logical pages within the same server. All tables are
appropriately sized so that the row size isno greater than the current page
size of the server. That is, rows cannot span multiple pages.

Regardless of the logical page size for which it is configured, Adaptive
Server alocates space for objects (tables, indexes, text page chains) in
extents, each of which iseight logical pages. That is, if aserver is
configured for 2K logical pages, it allocates one extent, 16K, for each of
these objects; if a server is configured for 16K logical pages, it allocates
one extent, 128K, for each of these objects.

Thisisaso true for system tables. If your server has many small tables,
space consumption can be quite large if the server uses larger logical
pages. For example, for a server configured for 2K logical pages,
systypes—with approximately 31 short rows, a clustered and a non-
clustered index—reserves 3 extents, or 48K of memory. If you migratethe
server to use 8K pages, the space reserved for systypes is still 3 extents,
192K of memory. For aserver configured for 16K, systypes requires 384K
of disk space. For small tables, the space unused in the last extent can
become significant on servers using larger logical page sizes.

Databases are also affected by larger page sizes. Each database includes
the system catal ogs and their indexes. If you migrate from asmaller to
larger logical page size, you must account for the amount of disk space
each database requires. Table 3-1 liststhe minimum size for adatabase on
each of thelogical page sizes.

Table 3-1: Minimum database sizes

Logical page Minimum database
size size

2K 2MB

4K 4MB

8K 8MB

16K 16MB

Thelogical page size is not the same as the memory allocation page size.
Memory allocation page sizeisaways 2K, regardless of logical page size,
which can be 2, 4, 8, or 16K. Most memory-related configuration
parameters use units of 2K for their memory page size. These
configuration parametersinclude:

b max memory

e total logical memory
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e total physical memory

*  procedure cache size

* size of process object heap
* size of shared class heap

* size of global fixed heap

Disk space allocation

Thelogical page sizeis not the same as the memory alocation page size.
Thisisthe unit in which disk spaceis allocated, and Adaptive Server
allocatesthisspacein 2K pages. Some of the configuration parameters use
this 2K page size for their allocation units.

Larger logical page sizes and buffers

44

Adaptive Server alocates buffer poolsin units of logical pages. For
example, on aserver using 2K logical pages, 8VIB are allocated to the
default data cache. This constitutes approximately 2048 buffers. If you
allocated the same 8M B for the default data cache on aserver using a 16K
logical page size, the default data cache is approximately 256 buffers. On
abusy system, thissmall number of buffers might result in abuffer always
being in the wash region, causing a slowdown for tasks requesting clean
buffers. In general, to obtain the same buffer management characteristics
on larger page sizesaswith 2K |ogical page sizes, you should scalethesize
of the cachesto the larger page size. So, if you increase your logical page
size by four times, your cache and pool sizes should be about four times
larger aswell.

Adaptive Server typically allocates memory dynamically and allocates
memory for row processing asit needsit, allocating the maximum size for
these buffers, even if large buffers are unnecessary. These memory
management requests may cause Adaptive Server to have amarginal loss
in performance when handling wide-character data.

Adaptive Server Entreprise



CHAPTER 3 Configuring Memory

Heap memory

A heap memory pool isaninternal memory pool created at start-up that
tasks useto dynamically allocate memory as needed. This memory pool is
used by tasks that requires alot of memory from the stack, such as tasks
that use wide columns. For example, if you make awide column or row
change, the temporary buffer thistask uses can be as large as 16K, which
istoo bigto allocate from the stack. Adaptive Server dynamically allocates
and frees memory during the task’s runtime. The heap memory pool
dramatically reduces the predeclared stack size for each task, while also
improving the efficiency of memory usagein the server. The heap memory
thetask usesisreturned to the heap memory pool when the task isfinished.

Set the heap memory with the heap memory per user configuration
parameter. The syntax is:

sp_configure 'heap memory per user', amount_of _memory

Heap memory is measured in bytes per user. By default, the amount of
memory is set to 4096 bytes. This example specifies setting the default
amount of heap memory for 10 users:

sp_configure 'heap memory per user', 4096

You can also specify the amount of memory in the number of bytes per
user. For example, the following example specifies that each user
connection is allocated 4K bytes of heap memory:

sp_configure 'heap memory per user', 0, "4K"

At theinitial Adaptive Server configuration, 1IMB is set aside for heap
memory. Additional heap memory isallocated for all the user connections
and worker processes for which the server is configured, so the following
configuration parameters affect the amount of heap memory available
when the server starts:

. number of user connections
. number of worker processes

Theglobal variable @@heapmemsi ze reportsthe size of the heap memory
pool, in bytes.

Calculating heap memory

To calculate how much heap memory Adaptive Server setsaside, perform
the following (Adaptive Server reserves a small amount of memory for
internal structures, so these numbers vary from site to site):
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((1024 * 1024) + (heap memory in bytes)* (number of user connections +
number of worker processes) )

Theinitia value of (1024 * 1024) isthe IMB initia size of the heap
memory pool. Adaptive Server reserves a small amount of memory for
internal structures.

For example, if your server is configured for:

e heap memory per user —4K

e number of user connectins — 25 (the default)

e number of worker processes — 25 (the default)
@@heapmemsi ze reports 1378304 bytes.

And the estimated value using the formula above, is:
((1024 X 1024) + (4 * 1024 * 50)) = 1253376

Now, if you increase the number of user connections, the size of the heap
memory pool increases accordingly:

sp_configure 'user connections', 100
@@heapmemsi ze reports 1716224 bytes.
The estimated value in this case comes out to be:
((1024 * 1024) + (4* 1024 * (100 + 25) ) = 1560576
If your applications wereto fail with the following error message:

There is insufficient heap memory to allocate %1d
bytes. Please increase configuration parameter 'heap
memory per user' or try again when there is less
activity on the system.

You can increase the heap memory available to the server by increasing
one of:

* heap memory per user
. number of user connections

. number of worker processes
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Sybase recommendsthat you first try to increase the heap memory per user
configuration option before you increase number of user connections or
number of worker processes. Increasing the number of user connections and
number of worker processes first consumes system memory for other
resources, which may cause you to increase the server’s maximum
memory.

See Chapter 5, “ Setting Configuration Parameters’ for more information
on how to make memory related configuration option changes.

The size of the memory pool depends on the number of user connections.
Sybase recommends that you set heap memory per user to at |east three
times the size of your logical page.

How Adaptive Server uses memory
Memory exists in Adaptive Server as total logical or physical memory:

e Total logical memory —isthe sum of the memory required for all the
sp_configure parameters. The total logical memory is required to be
available, but may or may not be in use at a given moment. The total
logical memory value may change dueto changesin the configuration
parameter values.

* Total physical memory —isthe sum of all shared memory segmentsin
Adaptive Server. That is, total physical memory is the amount of
memory Adaptive Server uses at a given moment. You can verify this
value with the read-only configuration parameter total physical
memory. The value of total physical memory can only increase because
Adaptive Server does not shrink memory pools once they are
allocated. You can decrease the amount of total physical memory by
changing the configuration parameters and restarting Adaptive
Server.

When Adaptive Server starts, it allocates memory for:
e Memory used by Adaptive Server for nonconfigurable data structures

e Memory for al user-configurable parameters, including the data
cache, the procedure cache, and the default data cache.

Figure 3-1illustrates how Adaptive Server alocates memory asyou
change some of the memory configuration parameters:
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When a 2MB worker process pool is added to the Adaptive Server
memory configuration, the procedure and data caches maintain their

originally configured sizes; 1.6MB and 5.3M B, respectively. Because max
memory is 5SMB larger than the total logical memory size, it easily absorbs
the added memory pooal. If the new worker process pool bringsthe size of
the server above the limit of max memory, any command you issue to
increase the worker process pool fails. If this happens, the total logical
memory required for the new configurationisindicated inthesp_configure
failure message. Set the value of max memory to avalue greater than the
total logical memory required by the new configuration. Then retry your
sp_configure request.

Note The valuesfor max memory and total logical memory do not include
the Adaptive Server binary.
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Thesize of the default data cache and the procedure cache has asignificant
impact on overall performance. See Chapter 10, “Memory Use and
Performance,” in the Performance and Tuning Guide: Basics for
recommendations on optimizing procedure cache size.

How much memory does Adaptive Server need?

The total memory Adaptive Server requires to start is the sum of all
memory configuration parameters plus the size of the procedure cache
plusthe size of the buffer cache, where the size of the procedure cache and
the size of the buffer cache are expressed in round numbers rather than in
percentages. The procedure cache size and buffer cache size do not depend
onthetotal memory you configure. You can configurethe procedure cache
size and buffer cache size independently. Use sp_cacheconfig to obtain
information such as the total size of each cache, the number of poolsfor
each cache, the size of each pool, and so on.

Use sp_configure to determine the total amount of memory Adaptive
Server isusing at a given moment. For example:

1> sp _configure "total logical memory"

Parameter Name Default Memory Used Config Value Run Value
Unit Type

total logical memory 33792 127550 63775 63775
memory pages (2k) read-only

Thevalue for the Memory Used column is represented in kilobytes, while
the value for the Config Value column is represented in 2K pages.

The config value indicates the total logical memory Adaptive Server uses
whileit isrunning. The run value column shows the total logical memory
being consumed by the current Adaptive Server configuration. You see a
different output if you run this example because no two Adaptive Servers
are likely to be configured in exactly the same fashion.

For more information about sp_configure, see the Reference Manual
\olume 3: Procedures.
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If you are upgrading

If you upgrade to version 12.5 Adaptive Server or higher, pre-12.5
Adaptive Server configuration values for total logical memory, procedure
cache percent, and min online engines are used to calculate the new values
for procedure cache size and number of engines at startup. Adaptive Server
computes the size of the default data cache during the upgrade and writes
thisvalueto the configuration file. If the computed sizes of the data cache
or procedure cache are less than the default sizes, they are reset to the
default. During the upgrade, max memory is set to the value of total logical
memory specified in the configuration file.

Reset the value of max memory to comply with the resource requirements.

You can use the verify option of sp_configure to verify any changes you
make to the configuration file without having to restart Adaptive Server.
The syntax is:

sp_configure “configuration file”, 0, “verify”, “full_path_to_file”

How much memory can Adaptive Server use?
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The following table lists the upper limits of addressable shared memory
for Adaptive Server versions 12.0.x and 12.5.x:

Table 3-2: Addressable memory limits by platform

32-bit Adaptive | 64-bit Adaptive
Platform Server Server
HP-UX 11.x (PA-RISC processor) 2.75 giga bytes 16 exabytes’
IBM AIX 5.x 2.75 gigabytes 16 exabytes
Sun Solaris 8 (sparc processor) 3.78 gigabytes 16 exabytes
Sun Solaris 8 (Intel x86 processor) 3.75 gigabytes N/A
Red Hat Enterprise Linux (Intel x86 | 2.7 gigabytes N/A
processor)

1one exabyte equals 250 or 1024 PetaByte. 16 exabyte isatheoretica limit; in practice, the
actua value islimited by the total memory available on the system. Adaptive Server has
been tested with a maximum of 256 GB of shared memory.
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2Starting Windows NT with the /3G option allows Adaptive Server to use up to 3 gigabytes
of shared memory. For more information, see your Windows NT documentation.

Note The 12.5.x and later versions of Adaptive Server allocates memory
differently than previous releases. Thisincludes changes to existing
memory-related configuration parameters and introduces new memory
parameters. Review the new memory configuration parameters for
Adaptive Server version 12.5.x before modifying the server or operating
system memory parameters. For more information, see What's New in
Adaptive Server Enterprise? and the System Administration Guide for
details.

Each operating system has a default maximum shared-memory segment.
Make sure the operating system is configured to allow the allocation of a
shared-memory segment at least as large as Adaptive Server’s max
memory. For moreinformation, seethe Adaptive Server Installation Guide
for your platform.

Configuration parameters that affect memory

allocation

max memory

When setting the Adaptive Server memory configuration, you specify
each memory requirement with an absolute value, using sp_configure. You
al so specify the size of the procedure and default datacachesin an absolute
value.

There are three configuration parameters that affect the way in which
memory is allocated. They are: max memory, allocate shared memory, and
dynamic allocation on demand.

max memory alowsyou to establish a maximum setting for the amount of
memory you can allocate to Adaptive Server. Setting max memory to a
dlightly larger value than immediately necessary provides extra memory
that is utilized when the Adaptive Server memory needs are increased.

Theway Adaptive Server alocates the memory specified by max memory
depends on how you configure allocate max shared memory and dynamic
allocation on demand.
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allocate max shared
memory

dynamic allocation on
demand
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During upgrade, if the value for max memory isinsufficient, Adaptive
Server automatically increases the value for max memory. Upgrading to a
newer version of Adaptive Server may require more memory because the
size of internal data structuresisincreased.

allocate max shared memory allows you to either allocate all the memory
specified by max memory at start-up or to alocate only the memory
required by the total logical memory specification during start-up.

On some platforms, if the number of shared memory segments allocated
to an application is more than an optimal, platform-specific number, it
could result in performance degradation. If thisoccurs, set max memory to
the maximum amount available for Adaptive Server. Set allocate max
shared memory to 1 and restart the server. Thisensuresthat all the memory
for max memory will be allocated by Adaptive Server during start time
with the least number of segments.

For example, if you set allocate max shared memory to O (the default) and
max memory to 500M B, but the server configuration only requires 100M B
of memory at start-up, Adaptive Server allocates the remaining 400MB
only when it requires the additional memory. However, if you set allocate
max shared memory to 1, Adaptive Server allocates the entire 500MB
when it starts.

The advantage of allocating all memory at start-up, by setting allocate max
shared memory to 1, isthat there is no performance degradation while the
server isreadjusting for the additional memory. However, if you do not
predict memory growth properly, and max memory is set to alarge value,
you may be wasting physical memory. Since you cannot dynamically
decrease memory configuration parameters, it is important that you take
into account other memory requirements.

dynamic allocation on demand allows you to determine whether your
memory resources are allocated as soon as they are requested, or only as
they are needed. Setting dynamic allocation on demand to 1 allocates
memory changes as needed, and setting it to 0 allocates the configured
memory requested in the memory configuration change at the time of the
memory reconfiguration.

For example, if you set the value of dynamic allocation on demand to 1 and
you change number of user connections to 1024, the total logical memory is
1024 multiplied by the amount of memory per user. If the amount of
memory per user is 112K, then the memory for user connectionsis112MB
(1024 x 112).
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This is the maximum amount of memory that the number of user
connections configuration parameter is allowed to use. However, if only
500 usersare connected to the server, the amount of total physical memory
used by the number of user connections parameter is 56MB (500 x 112).

Now assume the value of dynamic allocation on demand is 0; when you
change number of user connections to 1024, all user connection resources
are configured immediately.

Optimally, organize Adaptive Server memory so that the amount of total
physical memory is less than the amount of total logical memory, whichis
less than the max memory. This can be achieved, in part, by setting the
value of dynamic allocation on demand to 1, and setting the value of allocate
max shared memory to 0.

Dynamically allocating memory

Adaptive Server allocates physical memory dynamically. This allows
users to change the memory configuration of Adaptive Server without
restarting the server.

Note Adaptive Server allocates memory dynamically; however, it does
not decrease memory dynamically. It isimportant that you accurately
assessthe needs of your system, because you may need to restart the server
if you decrease the memory configuration parameters and want to release
previously used physical memory. See“ Dynamically decreasing memory
configuration parameters’ on page 54 for more information.

Consider changing the value of the max_memory configuration parameter
when:

¢ You change the amount of RAM on your machine.
e The pattern of use of your machine changes.

e The configuration fails because max_memory isinsufficient.
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If Adaptive Server cannot start

When Adaptive Server starts, it must acquire the full amount of memory
set by total logical memory. If Adaptive Server cannot start because it
cannot acquire enough memory, reduce the memory requirements by
reducing the values for the configuration parameters that consume
memory. You may also need to reduce the values for other configuration
parametersthat require large amounts of memory. Restart Adaptive Server
tousethe new values. See Chapter 5, “ Setting Configuration Parameters.”
for information about using configuration files.

Dynamically decreasing memory configuration parameters

54

If you reset memory configuration parametersto alower value, any
engaged memory is not released dynamically. To see how the changesin
memory configuration are decreased, see Figure 3-2 and Figure 3-3.
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Figure 3-2: dynamic allocation on demand set to 1 with no new
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The additional 50 user connections are
configured, but not actually allocated.
Therefore, you can decrease the memory
configuration dynamically.

In Figure 3-2, because dynamic allocation on demand isset to 1, memory is
now used only when there is an event that triggers a need for additional
memory use. In this example, such an event would be a request for
additional user connections, when aclient attemptsto log in to Adaptive

Server.
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You may decrease number of user connections to a number that is greater
than or equal to the number of user connections actually allocated,
because, with dynamic allocation on demand set to 1, and without an actual
increase in user connection request, no additional memory is required
from the server.

Figure 3-3: dynamic allocation on demand set to 1, with new user
connections logged on
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Because the memory for number of user
connections has been utilized, you cannot
dynamically decrease the number of user
connections.
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Figure 3-3 assumes that each of the additional 50 user connectionsis
actually used. You cannot decrease number of user connections, because
the memory isin use. You can use sp_configure to specify achangeto
memory configuration parameters, but this change does not take place
until the server isrestarted.

Figure 3-4: dynamic allocation on demand set to 0
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Note Intheory, when dynamic allocation on demand isset to 0, there should
be no difference between total logical and physical memory. However,
there are some discrepancies in the way that Adaptive Server estimates
memory needs, and the way in which memory is actually required for
usage. For thisreason, you may see a difference between the two during
runtime.
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When dynamic allocation on demand is set to 0, all configured memory
requirementsareimmediately allocated. You cannot dynamically decrease
memory configuration.

In Figure 3-3 and Figure 3-4, users can change the memory configuration
parameter values to any smaller, valid value. While this change does not
take place dynamically, it disallows new memory use. For example, if you
have configured number of user connections to allow for 100 user
connections and then change that value to 50 user connections, in the
situations represented by Figure 3-3 and Figure 3-4, you can decrease the
number of user connections value back to 50. This change does not Affect
the memory used by Adaptive Server until after the server isrestarted, but
it prevents any new users from logging in to the server.

System procedures for configuring memory

The three system procedures to use for configuring Adaptive Server
memory are:

* sp_configure
* sp_helpconfig
*  sp_monitorconfig

The full syntax and usage of sp_configure and details on each
configuration parameter are covered in see Chapter 5, “ Setting
Configuration Parameters.”

Using sp_configure to set configuration parameters

Execute sp_configure, specifying “Memory Use,” to see the parameters
associated with memory use on Adaptive Server.

sp_configure "Memory Use"
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A “#" inthe“Memory Used” column indicates that this parameter isa
component of another parameter and that its memory useisincludedin the
memory usefor the other component. For example, memory used for stack
size and stack guard size contributesto the memory requirementsfor each
user connection and worker process, so the value isincluded in the
memory required for number of user connections and for number of worker
processes, if thisis more than 200.

Some of the valuesin thislist are computed values. They cannot be set
directly with sp_configure, but are reported to show where memory is
allocated. Among the computed valuesis total data cache size.

How much memory is available for dynamic growth?

Issuing sp_configure memory displays all of the memory parameters and
determinesthe difference between max memory and total logical memory,
which is the amount of memory available for dynamic growth. For

example:
1> sp configure memory

Msg 17411, Level 16, State 1:
Procedure 'sp configure', Line

187:

Configuration option is not unique.

Parameter Name
Unit Type

additional network memory

bytes dynamic
allocate max shared memory
switch dynamic
heap memory per user

bytes dynamic
lock shared memory

switch static
max memory

memory pages (2k) dynamic
memory alignment boundary
bytes static
memory per worker process
bytes dynamic
shared memory starting address
not applicable static
total logical memory

memory pages (2k) read-only
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Default

4096

33792

16384

1024

33792

Memory Used

300000

110994

Config Value

4096

150000

16384

1024

55497

Run Value

4096

150000

16384

1024

55497
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total physical memory 0 97656 0 48828
memory pages (2k) read-only

An additional 189006 K bytes of memory is available for reconfiguration. This is
the difference between 'max memory' and 'total logical memory'.

Using sp_helpconfig

sp_helpconfig estimates the amount of memory required for a given
configuration parameter and value. It also provides a short description of
the parameter, information about the minimum, maximum, and default
valuesfor the parameter, the run value, and the amount of memory used at
the current run value. sp_helpconfig is particularly useful if you are
planning substantial changesto a server, such as loading large, existing
databasesfrom other servers, and you want to estimate how much memory
is needed.

To see how much memory is required to configure a parameter, enter
enough of the parameter name so that it isaunique name and the value you
want to configure:

1> sp_helpconfig "worker processes", "50"

number of worker processes is the maximum number of worker processes that can be
in use Server-wide at any one time.

Minimum Value Maximum Value Default Value Current Value Memory Used
Unit Type

0 2147483647 0 0 0
number dynamic

Configuration parameter, 'number of worker processes', will consume 7091K of
memory if configured at 50.

Changing the value of 'number of worker processes' to '50' increases the amount
of memory ASE uses by 7178 K.

You can also use sp_helpconfig to determine the value to use for
sp_configure, if you know how much memory you want to alocate to a
specific resource;

1> sp helpconfig "user connections", "5M"

number of user connections sets the maximum number of user connections that can
be connected to SQL Server at one time.
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Minimum Value Maximum Value Default Value Current Value Memory Used
Unit Type

5 2147483647 25 25 3773
number dynamic
Configuration parameter, 'number of user connections', can be configured to 33

to fit in 5M of memory.

Theimportant difference between the syntax of thesetwo statementsisthe
use of aunit of measurein the second exampleto indicate to the procedure
that the valueis a size, not a configuration value. The valid units of
measure are:

e P —pages (Adaptive Server 2K pages)
e K -—kilobytes

* M-—megabytes

e G -—gigabytes

There are some cases where the syntax does not make sense for the type
of parameter, or where Adaptive Server cannot cal culate memory use.
sp_helpconfig prints an error message in these cases. For example, if you
attempt to specify asizefor aparameter that toggles, such asallow resource
limits, sp_helpconfig prints the message that describes the function of the
parameter for all the configuration parameters that do not use memory.

Using sp_monitorconfig

sp_monitorconfig displays metadata cache usage statisticson certain shared
server resources, including:

e Thenumber of databases, objects, and indexesthat can be open at any
onetime

e Thenumber of auxiliary scan descriptors used by referential integrity
queries

e The number of free and active descriptors
e The percentage of active descriptors

e The maximum number of descriptors used since the server was last
started

*  The current size of the procedure cache and the amount actually used
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For example, suppose you have configured the number of open indexes
configuration parameter to 500. During a peak period, you can run
sp_monitorconfig as follows to get an accurate reading of the actual
metadata cache usage for index descriptors.

1> sp monitorconfig "number of open indexes"

Usage information at date and time: Apr 22 2002 2:49PM.
Name num free num active pct act Max Used Reused

number of open 217 283 56.60 300 No

In thisreport, the maximum number of open indexes used sincethe server
waslast started is 300, even though Adaptive Server isconfigured for 500.
Therefore, you can reset the number of open indexes configuration
parameter to 330, to accommodate the 300 maximum used index
descriptors, plus space for 10 percent more.

You can also determine the current size of the procedure cache with
sp_monitorconfig procedure cache size. This parameter describes the
amount of space in the procedure cacheis currently configured for and the
most it has ever actually used. For example, the procedure cache in the
following server is configured for 20,000 pages:

1> sp_configure "procedure cache size"

option_name config_value run_value

procedure cache size 3271 3271

However, when you run sp_montorconfig “procedure cache size”, you find
that the most the procedure cache has ever used is 14241 pages, which
means that you can lower the run value of the procedure cache, saving
memory:

1> sp monitorconfig "procedure cache size"

Usage information at date and time: Apr 22 2002 2:49PM.
Name num_ free num active pct act Max Used Reused

procedure cache 5878 14122 70.61 14241 No
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Major uses of Adaptive Server memory

This section discusses configuration parameters that use large amounts of
Adaptive Server memory and those that are commonly changed at alarge
number of Adaptive Server installations. These parameters should be
checked by System Administrators who are configuring an Adaptive
Server for the first time. System Administrators should review these
parameters when the system configuration changes, after upgrading to a
new version of Adaptive Server, or when making changesto other
configuration variables that use memory.

Configuration parameters that use less memory, or that arelessfrequently
used, are discussed in “Other parameters that use memory” on page 68.

Adaptive Server executable code size

The size of the executable code is not included in the val ue of total logical
memory Ofr max memory calculations. total logical memory reportsthe actual
memory regquirement for Adaptive Server configuration, excluding any
memory required for the executable.

The memory required for the executable is managed by the operating
system and is beyond the control of Adaptive Server. Consult your
operating system documentation for more details.

Data and procedure caches

Asexplained in “How Adaptive Server uses memory” on page 47, you
specify the size of the data and procedure caches. Having sufficient data
and procedure cache space is one of the most significant contributors to
performance. This section explainsthe details between thetwo cachesand
how to monitor cache sizes.

Determining the procedure cache size

procedure cache size specifiesthe size of your procedure cache in 2K
pages, regardless of the server’slogica page size. For example:

1> sp _configure "procedure cache size"

Parameter Name Default Memory Used Config Value Run Value
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procedure cache size 3271 6914 3271 3271
memory pages (2k) dynamic

The amount of memory used for the procedure cache is 8.248MB. To set
the procedure cache to a different size, issue the following:

sp_configure "procedure cache size", new size
This exampl e resets the procedure cache size to 10000 2K pages (20MB):

sp_configure "procedure cache size", 10000

Determining the default data cache size

Both sp_cacheconfig and sp_helpcache display the current default data
cachein megabytes. For example, thefollowing showsan Adaptive Server
configured with 19.86MB of default data cache:

sp_cacheconfig

Cache Name Status Type Config Value Run Value
default data cache Active Default 0.00 Mb 19.86Mb
Total 0.00Mb 19.86 Mb

Cache: default data cache, Status: Active, Type: Default
Config Size: 0.00 Mb, Run Size: 19.86 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 4066 Kb 0.00 Mb 19.86 Mb 10

To change the default data cache, issue sp_cacheconfig, and specify
“default data cache.” For example, to change the default data cache to
25MB, enter:

sp_cacheconfig "default data cache", "25M"

This change is dymamic.
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Monitoring cache space

The default data cache sizeisan absolute value, and the minimum size for
the cache size is 256 times the logical page size; for 2K, the minimum is
512K: for 16K, theminimum is4M. The default valueis8MB. During the
upgrade process, Adaptive Server sets the default data cache size to the
value of the default data cache in the configuration file.

You can check data cache and procedure cache space with sp_configure:

sp_configure "total data cache size"

Monitoring cache sizes using the error log

Procedure cache messages

Another way to determine how Adaptive Server uses memory isto
examine the memory-related messages written to the error log when
Adaptive Server starts. These messages state exactly how much data and
procedure cache is alocated, how many compiled objects canresidein
cache at any one time, and buffer pool sizes.

These messages provide the most accurate information regarding cache
alocation on Adaptive Server. As discussed earlier, the amount of
memory allocated for the procedure caches depends on the run val ue of the
procedure cache size configuration parameter.

Each of these error log messages is described below.

Two error log messages provide information about the procedure cache.
server: Number of proc buffers allocated: 556

This message states the total number of procedure buffers (proc buffers)
allocated in the procedure cache.

server: Number of blocks left for proc headers: 629

This message indicates the total number of procedure headers (proc
headers) available for usein the procedure cache.
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proc buffer

A proc buffer (procedure buffer) is a data structure used to manage
compiled objectsin the procedure cache. One proc buffer isused for every
copy of a compiled object stored in the procedure cache. When Adaptive
Server starts, it determines the number of proc buffers required and
multipliesthat value by the size of asingle proc buffer (76 bytes) to obtain
the total amount of memory required.

proc header

A proc header (procedure header) is where a compiled object is stored
while in the procedure cache. Depending on the size of the object to be
stored, one or more proc headers may be required. The total number of
compiled objectsthat can be stored in the procedure cacheislimited by the
number of available proc headers or proc buffers, whichever isless.

Thetotal size of procedure cache is the combined total of memory
allocated to proc buffers (rounded up to the nearest page boundary), plus
the memory allocated to proc headers.

Data cache messages

When Adaptive Server starts, it recordsthetotal size of each cache and the
size of each pool in the cache in the error 1og. This example showsthe
default data cache with two pools and a user-defined cache with two pools:

Memory allocated for the default data cache cache: 8030 Kb
Size of the 2K memory pool: 7006 Kb

Size of the 16K memory pool: 1024 Kb

Memory allocated for the tuncache cache: 1024 Kb

Size of the 2K memory pool: 512 Kb

Size of the 16K memory pool: 512 Kb

User connections

The amount of memory required per user connection varies by platform,
and it changes when you change other configuration variables, including:

e default network packet size
»  stack size and stack guard size

* user log cache size
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Changing any of these parameters changes the amount of space used by
each user connection: you multiply the difference in size by the number of
user connections. For example, if you have 300 user connections, and you
are considering increasing the stack size from 34K to 40K, the new value
requires 1800K more memory.

Open databases, open indexes, and open objects

The configuration parameters that control the total number of databases,
indexes, partitions and objects that can be open at one time are managed
by the metadata caches. The metadata caches reside in the server
structures portion of Adaptive Server’'s memory. You configure space for
each of these caches with these parameters (For information about these
parameters, see Setting Configuration Parameters in the System
Administration Guide, Volume 1):

* number of open databases
* number of open indexes

*  number of open objects

*  number of open partitions

When Adaptive Server opens adatabase or accesses an index, partition, or
object, it reads information about it in the corresponding system tables:
The information for databases in in sysdatabases, the information for
indexesin in sysindexes, theinformation for partitionsisin syspartitions
and so on.

The metadata caches for databases, indexes, partitions or objects allow
Adaptive Server to access the information that describe them in
sysdatabases, sysindexes, syspartitions or sysobjects directly initsin-
memory structure. This improves performance because Adaptive Server
bypasses expensive calls that require disk access. It also reduces
synchronization and spinlock contention when Adaptive Server hasto
retrieve database, index, partition, or object information at runtime.

M anaging individual metadatacachesfor databases, indexes, partitions, or
objectsisbeneficial for adatabasethat containsalarge number of indexes,
partitions, and objects and where there is high concurrency among users.
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Number of locks

All processesin Adaptive Server share apool of lock structures. Asafirst
estimate for configuring the number of locks, multiply the number of
concurrent user connections you expect, plus the number of worker
processes that you have configured, by 20. The number of locks required
by queries can vary widely. See “number of locks’ on page 171 for more
information. For information on how worker processes use memory, see
“Worker processes’ on page 69.

Database devices and disk I/O structures

The number of devices configuration parameter controls the number of
database devices that can be used by Adaptive Server for storing data. See
“number of devices’ on page 165 for more information.

When a user process needsto perform aphysical 1/0O, the l/O isqueued in
adisk I/O structure. See “disk i/o structures” on page 106 for more
information.

Other parameters that use memory

Parallel processing
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This section discusses configuration parameters that use moderate
amounts of memory or are infrequently used.

Parallel processing requires more memory than serial processing. The
configuration parameters that affect parallel processing are:

e number or worker processes
e memory per worker processes

e number of mailboxes and number of messages
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Worker processes

The configuration parameter number of worker processes Sets the total
number of worker processes available at one time in Adaptive Server.
Each worker process requires about the same amount of memory asauser
connection.

Changing any of these parameters changes the amount of memory
required for each worker process:

e defaule network packet size

*  stack size and stack guard size
* user log cache size

*  memory per worker process

memory per worker process controls the additional memory that is placed
in apool for al worker processes. This additional memory stores
miscellaneous data structure overhead and inter-worker process
communication buffers. See the Performance and Tuning Guide: Basics
for information on setting memory per worker process.

Parallel queries and the procedure cache

Remote servers

Each worker process makes its own copy of the query plan in space
borrowed from the procedure cache. The coordinating process keeps two
copies of the query plan in memory.

Some configuration parameters that allow Adaptive Server to
communicate with other Sybase servers such as Backup Server,
Component Integration Services, or XP Server use memory.

The configuration parameters that affect remote servers and that use
memory are:

. number of remote sites
. number of remote sites
¢ number of remote logins

* remote server pre-read packets
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Number of remote sites

Set number of remote sites to the number of simultaneous sites you must
communicate to or from on your server. If you use only Backup Server,
and no other remote servers, you can increase your data cache and
procedure cache space by reducing this parameter to 1.

The connection from Adaptive Server to XP Server uses one remote site.

Other configuration parameters for RPCs

Referential integrity

These configuration parameters for remote communication use only a
small amount of memory for each connection:

*  number of remote connections
e number of remote logins

Each simultaneous connection from Adaptive Server to X P Server for ESP
execution uses one remote connection and one remote login.

Since the remote server pre-read packets parameter increases the space
required for each connection configured by the number of remote
connections parameter, increasing the number of pre-read packetscan have
asignificant effect on memory use.

If thetablesin your databases use alarge number of referential constraints,
you may need to adjust the number of aux scan descriptors parameter, if
user connections exceed the default setting. In most cases, the default
setting is sufficient. If a user connection exceeds the current setting,
Adaptive Server returns an error message suggesting that you increase the
number of aux scan descriptors parameter setting.

Other parameters that affect memory
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Other parameters that affect memory are listed below. When you reset
these configuration parameters, check the amount of memory they use and
the effects of the change on your procedure and data cache.

¢ additional network memory * max online engines

¢ allow resource limits * max SQL text monitored
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* audit queue size * number of alarms
* event buffers per engine * number of large i/o buffers
* max number network listeners * permission cache entries

The statement cache

The statement cache is used for saving SQL of cached statements.
Adaptive Server compares incoming SQL to its cached SQL, and if they
are equal, it executes the plan of the SQL aready saved. Thisalowsthe
application to amortize the costs of query compilation across severa
executions of the same statement.

Setting the statement cache

The statement cache allows Adaptive Server to store the text of ad hoc
SQL statements. Adaptive Server compares anewly received ad hoc SQL
statement to cached SQL statementsand, if amatch isfound, usesthe plan
cached from the initial execution. In this way, Adaptive Server does not
have to recompile SQL statements for which it already has a plan.

The statement cache is a server-wide resource, which allocates and
consumes memory from the procedure cache memory pool. Set the size of
the statement cache dynamically using the statement cache size
configuration parameter.

Note If you deallocate or reduce the amount of memory for the statement
cache, the original memory allocated is not released until you restart
Adaptive Server.

The syntax isasfollows, where size of cacheisthesize, in 2K pages:
sp_configure "statement cache size", size of cache

For example, to set your statement cache to 5000 2K pages, enter:
sp_configure "statement cache size", 5000

See Chapter 5, “ Setting Configuration Parameters,” for moreinformation.
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Consider the following when you configure memory for the statement
cache:

The amount of memory allocated for the procedure cache memory
pool is the sum of the statement cache size and the procedure cache
size configuration parameters. The statement cache memory is taken
from the procedure cache memory pool. In the example above, the
size of the procedure cache memory poal is increased by 5000 2K

pages.

statement cache size limits the amount of procedure cache memory
available for cached SQL text and plans. That is, Adaptive Server
cannot use more memory for the statement cache than you have
configured with the statement cache size configuration parameter.

All procedure cache memory, including that memory allocated by the
statement cache size configuration parameter, is available for stored
procedures, which may replace cached statements on an LRU basis.

Increase the max memory configuration parameter by the same
amount configured for the statement cache. That is, if you have
initially configured the statement cache size to be 100 2K pages,
increase max memory by the same amount.

If you have configured the statement cache with the statement cache
size configuration parameter, you can disable and enable the
statement cache at the session level with set statement cache. By
default, the statement cache ison at the session level if it has been
configured at the server level.

Because each cached statement consumes one object descriptor, you
must al so increase the number of object descriptorsaccordingly, using
the number of open databases configuration parameter. To estimate
how many cached SQL statementsto allow for, see“ Statement cache
sizing” on page 74.

Ad hoc query processing

Adaptive Server performs the following steps to process ad hoc SQL
statements using the statement cache:

1 Adaptive Server parses the statement.
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Statement matching criteria

If the statement should be cached (see “ Caching conditions” on page
74), Adaptive Server computes a hash value from the statement.
Adaptive Server uses this hash value to search for amatching
statement in the statement cache (see “ Statement matching criteria”
on page 73).

e Ifamatchisfoundin the statement cache, Adaptive Server skips
to step 4.

e If amatch isnot found, Adaptive Server proceeds to step 2.
Adaptive Server caches the SQL statement text.

Adaptive Server wraps the SQL statement with alightweight stored
procedure and changes any local variablesinto procedure parameters.
Theinternal representation of the lightweight procedure is not yet
compiled into the plan.

Adaptive Server converts the SQL statement into an execute
statement for the corresponding lightweight procedure.

e If thereisno plan in the cache, Adaptive Server compiles the
procedure and caches the plan. Adaptive Server compiles the
plan using the assigned runtime values for the local variables.

e Iftheplan existsbutisinvalid, Adaptive Server returnsto step 3
using the text of the cached SQL statement.

Adaptive Server then executes the procedure.

Adaptive Server matches an ad hoc SQL statement to a cached statement
by the SQL text and by login (particularly if both usershavesa_role), user
ID, database ID, and session state settings. The relevant session state
consists of settings for the following set command parameters:

forceplan

jtc
parallel_degree
prefetch
quoted_identifier
sort_merge

table count
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Caching conditions

Statement cache sizing

Each cached statement requires approximately 1K memory in the
statement cache, depending on the length of the SQL text. Each cached
plan requires at least 2K of memory in the procedure cache. To estimate
the statement cache memory required, account for the following for each
statement to be cached:

74

transaction isolation level

chained (transaction mode)

Settings for these parameters determine the behavior of the plan Adaptive
Server produces for a cached statement. For information on the set
command and its parameters, see the Adaptive Server Reference Manual.

Note You must configure set chained on/off inits own batch if you enable
the statement cache.

Adaptive Server currently caches select, update, delete, and insert
select statements with at least one table reference.

Statements are not cached if the abstract plan dump or abstract plan
load parameters are enabled.

Adaptive Server does not cache select into statements, cursor
statements, dynamic statements, plain insert (not insert select)
statements, and statements within stored procedures, views, and
triggers. Statements that refer to temporary tables are not cached, nor
are statements with language parameters transmitted as BLOB
datatypes. Statements that are prohibitively large are not cached.
Also, select statements that are part of a conditional if exists or if not
exists clause are not cached.

The length of the SQL statement, in bytes, rounded up to the nearest
multiple of 256.

Approximately 100 bytes overhead.
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e Thesize of the plan in the procedure cache. Thissizeis equivalent to
the size of a stored procedure plan containing only the cached
statement. There may be duplicates of the plan for a single cached
statement being used concurrently by two or more users.

Monitoring the statement cache

sp_sysmon reports on statement caching and stored procedure executions.
The statement cache is monitored by the following counters:

e Statements Found in Cache —the number of times a query plan was
reused. A low number of cache hits may indicate the statement cache
istoo small.

e Statements Not Found —indicates alack of repeated SQL statements.
The sum of statements found in cache and statements not found isthe
total number of eligible SQL statements submitted.

e Statements Cached —the number of SQL statements added to the
cache. Thisistypically the same number as Statements Not Found.
Smaller values for statements cached means the statement cacheis
full of active statements.

e Statements Dropped — the number of statements that were dropped
from the cache. A high value may indicate an insufficient amount of
procedure cache memory or that you have configured a statement
cache size that is too small.

e Statements Restored —the number of query plansregenerated fromthe
SQL text. High values indicate an insufficient procedure cache size.

e Statements Not Cached —the number of statements Adaptive Server
would have cached if the statement cache were enabled. However,
Statements Not Cached does not indicate how many unique SQL
statements would be cached.

Thisis sample output from sp_sysmon:

Procedure Cache Management per sec per xact count % of total
Procedure Requests 6.6 3.7 33 n/a
Procedure Reads from Disk 1.0 0.6 5 15.2%
Procedure Writes to Disk 0.4 0.2 2 6.1%
Procedure Removals 2.6 1.4 13 n/a
Procedure Recompilations 0.8 0.4 4 n/a
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Recompilations Requests:
Execution Phase
Compilation Phase
Execute Cursor Execution
Redefinition Phase

Recompilations Reasons:
Table Missing

Temporary Table Missing
Schema Change

Index Change

Isolation Level Change
Permissions Change

Cursor Permissions Change

SQLStatement Cache:
Statements Cached
Statements Found in Cache
Statements Not Found
Statements Dropped
Statements Recompiled
Statements Not Cached

Purging the statement cache

Run dbcc purgesglcache to remove all the SQL statements from the
statement cache. Any statements that are currently running are not
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removed.

0.6 0.3 3 75.0%
0.2 0.1 1 25.0%
0.0 0.0 0 0.0%
0.0 0.0 0 0.0%
0.6 0.3 3 n/a
0.2 0.1 1 n/a
0.0 0.0 0 n/a
0.0 0.0 0 n/a
0.2 0.1 1 n/a
0.0 0.0 0 n/a
0.0 0.0 0 n/a
0.0 0.0 0 n/a
0.7 0.0 2 n/a
0.0 0.0 0 n/a
0.0 0.0 0 n/a
0.3 0.0 1 n/a
1.3 0.0 4 n/a

You must have the sa_role to run dbcc purgesglcache

dbcc purgesglcache prints the following message:

dbcc purgesglcache
DBCC execution completed. If DBCC printed error
messages,

(sa)

role.

contact a user with System Administrator
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Printing statement summaries

Run dbcc prsglcache to print summaries of the statementsin the statement
cache. The oid option alows you to specify the object ID of the statement
to print, and the printopt option allows you to specify whether you print
the trace description (specify 0) or the showplan option (specify 1). If you
do not include any valuesfor oid or printopt, dbcc prsglcache displaysthe
entire contents of the statement cache.

You must have the sa_role to run dbcc prsglcache
This provides information for all statements in the cache:

dbcc prsglcache

Start of SSQL Hash Table at 0xfcé67d830

Memory configured: 1000 2k pages Memory used: 18 2k pages
Bucket# 625 address Oxfcé67ebbs8

SSQL DESC 0xfc67£9c0
ssgl name *ss51248998166 0290284638ss*
ssqgl hashkey 0x114d645e ssqgl id 1248998166

ssgl_suid 1 ssgl uid 1 ssgl _dbid 1
ssql status 0x28 ssgl parallel deg 1

ssqgl_tab count 0 ssqgl_isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 8

SQL TEXT: select * from sysobjects where name like "sp%"

Bucket# 852 address 0Oxfc67£2d0

SSQL DESC 0xfc67£840

ssgl_name *s5s51232998109_1393445479ss*

ssqgl hashkey 0x530e4a67 ssqgl id 1232998109

ssqgl suid 1 ssqgl uid 1 ssqgl dbid 1
ssql status 0x28 ssgl parallel deg 1

ssqgl_tab count 0 ssql_isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 3

SQL TEXT: select name from systypes where allownulls = 0
End of SSQL Hash Table

DBCC execution completed. If DBCC printed error messages, contact a user with
Or you can get information about a specific object ID:

dbcc prsglcache (1232998109, 0)

SSQL DESC 0xfc67£840

ssqgl name *ss51232998109 1393445479ss*

ssqgl hashkey 0x530e4a67 ssqgl id 1232998109

ssqgl suid 1 ssqgl uid 1 ssqgl dbid 1
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ssql status 0x28 ssgl parallel deg 1
ssqgl tab count 0 ssqgl isolate 1 ssgl tranmode 0
ssqgl keep 0 ssgl usecnt 1 ssgl pgcount 3

SQL TEXT: select name from systypes where allownulls = 0
DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role.

This example specifies 1 in the printopt parameter for the showplan output:
dbcc prsglcache (1232998109, 1)

SSQL DESC 0xfc67£840
ssgl_name *s5s51232998109_ 1393445479ss*
ssqgl hashkey 0x530e4a67 ssqgl id 1232998109

ssqgl suid 1 ssqgl uid 1 ssqgl dbid 1
ssql status 0x28 ssgl parallel deg 1
ssqgl tab count 0 ssqgl isolate 1 ssgl tranmode 0
ssgl keep 0 ssgl usecnt 1 ssgl pgcount 3

SQL TEXT: select name from systypes where allownulls = 0
QUERY PLAN FOR STATEMENT 1 (at line 1).

STEP 1
The type of query is SELECT.
FROM TABLE
systypes
Nested iteration.
Table Scan.
Forward scan.

Positioning at start of table.
Using I/0 Size 2 Kbytes for data pages.
With LRU Buffer Replacement Strategy for data pages.
DBCC execution completed. If DBCC printed error messages,
contact a user with
System Administrator (SA) role.

Configuring memory for caches

Memory is the most important consideration when you are configuring
Adaptive Server. Memory is consumed by various configuration
parameters, the procedure cache, statement cache, and datacaches. Setting
thevalues of the various configuration parametersand the caches correctly
iscritical for good system performance.
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The total memory allocated during system start-up is the sum of memory
required for all the configuration needs of Adaptive Server. Thisvalue can
be obtained from the read-only configuration parameter total logical
memory. Thisvalueis calculated by Adaptive Server. The configuration
parameter max memory must be greater than or equal to total logical
memory. max memory indicates the amount of memory you will allow for
Adaptive Server needs.

During server start-up, by default, Adaptive Server allocates memory
based on the value of total logical memory. However, if the configuration
parameter allocate max shared memory has been set, then the memory
allocated will be based on the value of max memory. The configuration
parameter allocate max shared memory enables a System Administrator to
allocate the maximum memory that is allowed to be used by Adaptive
Server, during server start-up.

The key points for memory configuration are:

e The System Administrator should determine the size of shared
memory available to Adaptive Server and set max memory to this
value.

e The configuration parameter allocate max shared memory can be
turned on during start-up and runtime to allocate all the shared
memory up to max memory with the least number of shared memory
segments. A large number of shared memory segments has the
disadvantage of some performance degradation on certain platforms.
Check your operating system documentation to determine the optimal
number of shared memory segments. Once a shared memory segment
isalocated, it cannot be released until the server isrestarted.

*  Thedifference between max memory and total logical memory is
additional memory available for the procedure and statement caches,
data caches, or for other configuration parameters.

The amount of memory to be allocated by Adaptive Server during
start-up, is determined by either total logical memory Or max memory.
If this value too high:

e Adaptive Server may not start if the physical resources on your
machine are not sufficient.

e |If it does start, the operating system page fault rates may rise
significantly and the operating system may need to be
reconfigured to compensate.
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Handling wider character literals requires Adaptive Server to
allocate memory for string user data. Also, rather than statically
allocating buffers of the maximum possiblesize, Adaptive Server
allocates memory dynamically. That is, it allocates memory for
local buffers asit needsit, always allocating the maximum size
for these buffers, even if large buffers are unnecessary. These
memory management requests may cause Adaptive Server to
have amarginal loss in performance when handling wide-
character data.

If you require Adaptive Server to handle more than 1000 columns
from asingle table, or process over 10000 arguments to stored
procedures, the server must set up and allocate memory for
various internal data structures for these objects. Anincreasein
the number of small tasks that are performed repeatedly may
cause performance degradation for queries that deal with larger
numbers of such items. This performance hit increases as the
number of columns and stored procedure arguments increases.

Memory that is allocated dynamically slightly degrades the
server’s performance.

When Adaptive Server useslarger logical pagesizes, al disk I/0s
are performed in terms of the larger logical page sizes. For
example, if Adaptive Server uses an 8K logical page size, it
retrievesdatafrom thedisk in 8K blocks. Thisshould resultinan
increased 1/0O throughput, although the amount of throughput is
eventually limited by the controller’s 1/0 bandwidth.

What remains after al other memory needs have been met isavailablefor
the procedure and statement cache, and the data cache. Figure 3-5 shows
how memory is divided.
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Figure 3-5: How ASE Replicator uses memory
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This chapter describes how to create and administer named caches on
Adaptive Server.

The most common reason for administering data cachesis to reconfigure
them for performance. This chapter is primarily concerned with the
mechanics of working with data caches. Chapter 10, “Memory Use and
Performance,” in the Performance and Tuning Guide: Basics discusses
performance concepts associated with data caches.
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The data cache holds the data, index, and log pages currently in use, aswell as
pages used recently by Adaptive Server. When you install Adaptive Server, it
has a single default data cache that is used for all data, index, and log activity.
The default size of this cacheis 8M. Creating other caches does not reduce the
size of the default data cache. Also, you can create pools within the named
caches and the default cache to perform large 1/0Os. You can then bind a
database, table (including the syslogs table), index, or text or image page chain
to a named data cache.

Large 1/0 sizes enable Adaptive Server to perform data prefetching when the
query optimizer determines that prefetching would improve performance. For
example, an 1/0O size of 128K on a server configured with 16K logical pages
means that Adaptive Server can read an entire extent—8 pages—all at once,
rather than performing 8 separate 1/0s.

Sorts can also take advantage of buffer pools configured for large 1/0 sizes.

Configuring named data caches does not divide the default cacheinto separate
cache structures. The named data caches that you create can be used only by
databases or database objects that are explicitly bound to them. All objects not
explicitly bound to named data caches use the default data cache.

Adaptive Server provides user-configurable data caches to improve
performance, especially for multiprocessor servers. For information about how
the data cache affects performance, see “ Data cache” of the Performance and
Tuning Guide: Basics.

Figure 4-1 shows a cache with the default data cache and two named data
caches. This server uses 2K logical pages.

The default cache contains a 2K pool and a 16K pool. The User_Table_Cache
cache also hasa 2K pool and a16K pool. The Log_Cache hasa 2K pool and a
4K pooal.
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D ata

Figure 4-1: Data cache with default cache and two named data caches

2K pool

Default data cache
16K pool
2K pool

User_Table Cache
16K pool
2K pool

Log_Cache
4K pool

Cache configuration commands

Command

Table 4-2 lists commands for configuring named data caches, for binding and
unbinding objects to caches, and for reporting on cache bindings. It also lists
procedures you can use to check the size of your database objects, and
commands that control cache usage at the object, command, or session level.

Table 4-1: Commands for configuring named data caches
Function

sp_cacheconfig

Creates or drops named caches, and changes the size, cache type, cache policy, or number of
cache partitions.

sp_poolconfig

Creates and drops /O pools, and changes their size, wash size, and asynchronous prefetch
percent limit.

sp_bindcache

Binds databases or database objects to a cache.

sp_unbindcache

Unbinds specific objects or databases from a cache.

sp_unbindcache_all

Unbinds all objects bound to a specified cache.
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Command

Function

sp_helpcache

Reports summary information about data caches and lists the databases and database objects
that are bound to caches.

sp_cachestrategy

Reports on cache strategies set for a table or index, and disables or reenables prefetching or
MRU strategy.

sp_logiosize

Changes the default 1/0 size for the log.

sp_spaceused

Provides information about the size of tables and indexes or the amount of spaceusedin a
database.

sp_estspace

Estimates the size of tables and indexes, given the number of rows the table will contain.

sp_help Reports the cache to which atable is bound.
sp_helpindex Reports the cache to which an index is bound.
sp_helpdb Reports the cache to which a database is bound.

set showplan on

Reports on 1/0 size and cache utilization strategies for a query.

set statistics io on

Reports number of reads performed for a query.

set prefetch [on |off]

Enables or disables prefetching for an individual session.

select...
(prefetch...Iru | mru)

Forces the server to use the specified 1/0 size or MRU replacement strategy.

Most of the parameters for sp_cacheconfig that configure the data cache are
dynamic and do not require that you restart the server for them to take effect.
See Table 4-2 on page 89 for a description of static and dynamic actions.

In addition to using the commands to configure named data caches
interactively, you can also edit the configuration file located in the $SYBASE
directory. However, this requires that you restart the server. See “ Configuring
data caches with the configuration file” on page 117 for more information.

Information on data caches

Cache Name

default data cache

86

Usesp_cacheconfig to create and configure named data caches. When you first
install Adaptive Server, it hasasingle cache named default data cache.
To see information about caches, type:

sp_cacheconfig
Theresults of sp_cacheconfig look similar to:
Run Value

Status Config Value

Active Default
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Total 0.00 Mb 59.44 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 0.00 Mb, Run Size: 59.44 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 12174 Kb 0.00 Mb 59.44 Mb 10

Summary information for each cache is printed in ablock at the top of the
report, ending with atotal sizefor all configured caches. For each cache, there
isablock of information reporting the configuration for the memory poolsin
the cache.

The columns are:

e Cache Name - gives the name of the cache.

e Status-—indicates whether the cache is active. Possible values are:
e “Pend/Act” —the cachewas just created but not yet active.
e “Active’ —the cacheiscurrently active.

e “Pend/Del” —the cacheis being deleted. The cache size was reset to
O interactively. See “ Configuring data caches’ on page 88 for more
information.

e Type-indicateswhether the cache can store dataand log pages (“Mixed”)
or log pages only (“Log Only”). Only the default cache has the type
“Default.” You cannot change the type of the default data cache or change
the type of any other cache to “Default.”

e Config Value — displays the currently configured value. In the preceding
exampl e output, the default data cache has not been explicitly configured,
soitssizeisO.

e Run Vaue- displays the size that Adaptive Server is currently using.

The second block of output beginswith threelines of information that describe
the cache. Thefirst two linesrepeat information from the summary block at the
top. Onthethirdline, “ Config Replacement” and “ Run Replacement” show the
cachepolicy, whichiseither “strict LRU” or “relaxed LRU.” Therun settingis
the setting in effect; if the policy has been changed since the server was
restarted, the Config setting is different from the Run setting.
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sp_cacheconfig then provides arow of information for each pool in the cache:

* 10 size —shows the size of the buffersin the pool. The default size of the
pool isthe size of the server’slogical page. When you first configure a
cache, all the spaceisassigned tothepoal. Valid sizesare 2K, 4K, 8K, and
16K.

e Wash Size —indicates the wash size for the pool. See “ Changing the wash
areafor amemory pool” on page 106 for more information.

e Config Size and Run Size — display the configured size and the size
currently in use. These may differ for other poolsif you havetried to move
space between them, and some of the space could not be freed.

e Config Partition and Run Partition — display the configured number of cache
partitions and the number of partitions currently in use. These may differ
if you have changed the number of partitions since last restart.

e APF Percent — displays the percentage of the pool that can hold unused
buffers brought in by asynchronous prefetch.

A summary line prints the total size of the cache or caches displayed.

Configuring data caches
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The default data cache and the procedure cache for Adaptive Server are
specified using an absolute value. The first step in planning cache
configuration and implementing cachesisto set the max memory configuration
parameter. After you set max memory, determine how much space to allocate
for datacachesonyour server. Thesize of adatacacheislimited only by access
to memory on the system; however, max memory should be larger than total
logical memory. You must specify an absolute value for the size of the default
data cache and all other user-defined caches. For an overview of Adaptive
Server memory usage, see Chapter 3, “Configuring Memory.”

You can configure data caches in two ways:

» Interactively, using sp_cacheconfig and sp_poolconfig. This method is
dynamic and does not require arestart of Adaptive Server.

» By editing your configuration file. This method is static and requires that
you restart Adaptive Server.
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Each time you change the data cache or execute either sp_cacheconfig or
sp_poolconfig, Adaptive Server writes the new cache or pool information into
the configuration file and copies the old version of the file to abackup file. A
message giving the backup file name is sent to the error log.

Some of the actions you perform with sp_cacheconfig are dynamic and some
are static.

Table 4-2: Dynamic and static sp_cacheconfig actions

Dynamic sp_cacheconfig actions Static sp_cacheconfig actions
Adding anew cache Changing the number of cache partitions
Adding memory to an existing cache Reducing acache size

Deleting a cache Changing replacement policy

Changing a cache type

You can reset static parameters by deleting and re-creating the cache:

1
2
3
4

Unbind the cache.
Delete the cache.
Re-create the cache using the new configuration.

Bind objects to the cache.

Thefollowing sections describe how to use sp_cacheconfig and sp_poolconfig.
See “Configuring data caches with the configuration file” on page 117 for
information about using the configuration file.

Mixing static and dynamic parameters

You can specify both static and dynamic parametersin a single command.
Adaptive Server performs the dynamic changes immediately and writes all
changesto the configuration file (both static and dynamic). Static changestake
effect the next time the server is started.

Creating a new cache

The syntax for sp_cacheconfig is:

sp_cacheconfig [cachename [ ,"cache_size[P|K|M|G]" ]
[,logonly | mixed ] [,strict | relaxed ] ]
[, "cache_partition=[1|2|4|8]|16|32|64]"]
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sp_cacheconfig

Size units can be specified with;

e P—pages (Adaptive Server logical page size)
¢ K —kilobytes (default)

e M —megabytes

e G-gigabytes

See the Adaptive Server Reference Manual for a full description of the
sp_cacheconfig syntax.

Maximum data cache size is limited only by the amount of memory available
on your system. The memory required to create the new cacheistaken fromthe
Adaptive Server global memory. When the cacheis created:

* It hasadefault wash size.

e Theasynchronous prefetch size is set to the value of global async prefetch
limit.

e It hasonly the default buffer pool.

Use sp_poolconfig to reset these values.

To create a 10MB cache named pubs_cache:
sp_cacheconfig pubs cache, "10M"

This command makes changes in the system tables and writes the new values
to the configuration file. The cache isimmediately active. Running
sp_cacheconfig now yields:

Cache Name Status Type Config Value Run Value
default data cache Active Default 0.00 Mb 8.00 Mb
pubs_cache Active Mixed 10.00 Mb 10.00 Mb
Total 10.00 Mb 18.00 Mb

Cache: default data cache, Status: Active, Type: Default

Config Size: 0.00 Mb, Run Size: 8.00 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU

Config Partition: 1, Run Partition: 1

IO Size Wash Size Config Size Run Size APF Percent

4 Kb 1636 Kb 0.00 Mb 8.00 Mb 10

90
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Cache: pubs_ cache, Status: Active, Type: Mixed

Config Size: 10.00 Mb, Run Size: 10.00 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent

4 Kb 2048 Kb 0.00 Mb 10.00 Mb 10

The pubs_cache is now active, and al space is assigned to the smallest pool.

Note When you create a new cache, the additional memory you specify is
validated against max memory. If the sum of total logical memory and additional
memory requested is greater than max memory, then Adaptive Server issuesan
error and does not perform the changes.

You can create as many caches as you want without restarting Adaptive Server.

Insufficient space for new cache

If Adaptive Server cannot allocate all the memory requested, it allocatesall the
available memory and issues the following message:

ASE 1is unable to get all the memory requested (%d). (%d) kilobytes have been
allocated dynamically.

However, this additional memory is not allocated until the next restart of
Adaptive Server.

Adaptive Server notifies you of insufficient space is because some of the
memory isunavailable because of resource constraints. System Administrators
should make sure these resource constraints are temporary. If the behavior
persists, a subsequent restart may fail.

For example, if max memory is700MB, pub_cache is100M B, and the server’s
total logical memory is 600MB, and you attempt to add 100MB to pub_cache,
the additional memory fitsinto max memory. However, if the server can
alocate only 90MB, then it allocates this amount dynamically, but the size
field of the cache in the configuration fileis updated to 100MB. On a
subsequent restart, since Adaptive Server obtains memory for all data caches
at onetime, the size of pub_cache is 100MB.
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Adding memory to an existing named cache
The syntax to add memory to an existing cacheis:
sp_cacheconfig cache_name, "new_size[P|K|M|G]”
The syntax is described in “ Creating a new cache” on page 89.

The additional memory you allocate is added to the Adaptive Server page size
pool. For example, in aserver with alogical page size of 4K, the smallest size
for apool isa4K buffer pool. If the cache has partitions, the additional memory
is divided equally among them.

If thereisinsufficient memory available, Adaptive Server alocateswhat it can
and then allocates the full amount at the next reboot. See “Insufficient space
for new cache” on page 91 for more information.

The following adds 2MB to a cache named pub_cache (the current size is
10MB):

sp_cacheconfig pub cache, “12M”
sp_cacheconfig displays the following after the memory is added:

sp_cacheconfig pub cache

Cache Name Status Type Config Value Run Value
pub_cache Active Mixed 12.00 Mb 12.00
Total 12.00 Mb 12.00 Mb
Cache: pub cache, Status: Active, Type: Mixed
Config Size: 12.00 Mb, Run Size: 12.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
4 Kb 2456 Kb 0.00 Mb 12.00 Mb 10

This change adds memory to the database page-si ze buffer pool and
recal culatesthewash size, asrequired. If the absolutevalueisset for wash size,
Adaptive Server does not recalculate it.
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Decreasing the size of a cache

Note When you reduce the size of a cache, you must restart Adaptive Server
for the change to take effect.

The following is areport on the pubs_log cache:

sp_cacheconfig pubs log

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 7.00 Mb 7.00 Mb
Total 7.00 Mb 7.00 Mb
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 7.00 Mb, Run Size: 7.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 920 Kb 0.00 Mb 4.50 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10

The following command reduces the size of the pubs_log cache to 6MB from
acurrent size of 7TMB:

sp_cacheconfig pubs log, "6M"

After arestart of Adaptive Server, sp_cacheconfig shows:

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 6.00 Mb 6.00 Mb
Total 6.00 Mb 6.00 Mb

Cache: pubs log, Status: Active, Type: Log Only

Config Size: 6.00 Mb, Run Size: 6.00 Mb

Config Replacement: relaxed LRU, Run Replacement: relaxed LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent

2 Kb 716 Kb 0.00 Mb 3.50 Mb 10

4 Kb 512 Kb 2.50 Mb 2.50 Mb 10
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When you reduce the size of adata cache, all the space to be removed must be
available in the default pool (which isthe smallest size available). You may
need to move space to the default pool from other pools before you can reduce
the size of the data cache. In the last example, to reduce the size of the cacheto
3MB, use sp_poolconfig to move some memory into the default pool of 2K
from the 4K pool. The memory is moved to “memory available for named
caches.” See " Changing the size of memory pools’ on page 111 for more
information.

Deleting a cache
To completely remove a data cache, reset its sizeto O:
sp_cacheconfig pubs log, "O"
The cache is immediately deleted.

Note You cannot drop the default data cache.

If you delete a data cache, and there are objects bound to the cache, the cache
isleft in memory and Adaptive Server issues the following message:

Cache cache name not deleted dynamically. Objects are bound to the cache. Use
sp_unbindcache all to unbind all objects bound to the cache.

Theentry corresponding to thecacheinthe configuration fileisdel eted, aswell
as the entries corresponding to the cache in sysconfigures, and the cacheis
deleted the next time Adaptive Server is restarted.

Usesp_helpcache toview all itemsbound to the cache. Usesp_unbindcache_all
to unbind objects. See the Adaptive Server Reference Manual: Procedures for
more information.

If you re-create the cache and restart Adaptive Server, the bindings are marked
valid again.

Explicitly configuring the default cache

You must explicitly configure the size of the default data cache becauseit is
specified with an absolute value. Use sp_helpcache to see the amount of
memory remaining that can be used for the cache. For example:

sp_helpcache
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Cache Name Config Size Run Size Overhead
default data cache 50.00 Mb 50.00 Mb 3.65 Mb
pubs_cache 10.00 Mb 10.00 Mb 0.77 Mb
Memory Available For Memory Configured

Named Caches To Named Caches

91.26 Mb 91.25 Mb

To specify the absolute size of the default data cache, execute sp_cacheconfig
with default data cache and a size value. This command sets the default data
cache size to 25MB:

sp_cacheconfig "default data cache", "25M"
When you rerun sp_helpconfig, “ Config Value” shows the value.

sp_cacheconfig

Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 50.00 Mb
pubs_cache Active Mixed 10.00 Mb 10.00 Mb
Total 10.00 Mb 60.00 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 50.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 10110 Kb 00.00 Mb 50.00 Mb 10
Cache: pubs_ cache, Status: Active, Type: Mixed
Config Size: 10.00 Mb, Run Size: 10.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
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2 Kb 2048 Kb 0.00 Mb 10.00 Mb 10

You can change the size of any named cache using sp_cacheconfig. Any
changes you make to the size of any data cache do not affect the size of any
other cache. Similarly, once you specify the size of the default data cache, the
configuration of other user-defined caches does not alter the size of the default
data cache.

Note If you configure the default data cache and then reduce max memory to a
level that setsthetotal logical memory value higher than the max memory value,
Adaptive Server does not start. Edit your configuration fileto increase the size
of other caches and increase the values of configuration parametersthat require
memory to create an environment in which total logical memory is higher than
max memory. See Chapter 3, “Configuring Memory.” for more information.

The default data cache and all user-defined caches are explicitly configured
with an absolute value. In addition, many configuration parameters use
memory. To maximize performance and avoid errors, set the value of max
memory to alevel high enoughto accommodateall cachesand all configuration
parameters that use memory.

Adaptive Server issues awarning message if you set max memory to avalue
less than total logical memory.

Changing the cache type

To reserve acache for use by only the transaction log, change the cache’s type
to “logonly.” The change is dynamic.

This example creates the cache pubs_log with the type “logonly:”
sp_cacheconfig pubs log, "7M", "logonly"
This shows the initial state of the cache:

Cache Name Status Type Config Value Run Value
pubs log Pend/Act Log Only 7.00 Mb 0.00 Mb
Total 7.00 Mb 0.00 Mb

You can change the type of an existing “mixed” cache, aslong as no non-log
objects are bound to it:

sp_cacheconfig pubtune cache, logonly
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In high-transaction environments, Adaptive Server usually performsbest if the
default valueistwicethe server’slogical pagesize (for aserver with 2K logical
pagesize, itis4K, for aserver with 4K logical page size, it is8K, and so on)..
For larger page sizes (4, 8, and 16K) use sp_sysmon to find the optimum
configuration for your site. For information on configuring caches for
improved log performance, see“Matching log 1/0 sizefor log caches’ on page
101.

Configuring cache replacement policy

If acacheisdedicated to atable or anindex, and the cache haslittle or no buffer
replacement when the system reaches a stable state, you can set the relaxed
LRU (least recently used) replacement policy. The relaxed LRU replacement
policy can improve performance for caches where thereis little or no buffer
replacement occurring, and for most log caches. See “Data cache” in the
Performance and Tuning Guide: Basics for more information.

To set relaxed replacement policy, use:

sp_cacheconfig pubs log, relaxed

The default valueis “strict.”

Note Setting the cachereplacement policy isnot dynamic and requiresarestart
of Adaptive Server to take effect.

You can create a cache and specify its cache type and the replacement policy
in one command. These examples create two caches, pubs_log and
pubs_cache:

sp_cacheconfig pubs log, "3M", logonly, relaxed
sp_cacheconfig pubs cache, "10M", mixed, strict

The changetakes placeimmediately and ismadeto every cache partition of the
named cache.

Here are the results:

sp_cacheconfig

Cache Name Status Type Config Value Run Value

default data cache Active Default 25.00 Mb 42.29 Mb
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pubs cache Active Mixed 10.00 Mb 10.00 Mb
pubs_log Active Log Only 7.00 Mb 7.00 Mb
Total 42.00 Mb 59.29 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 42.29 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 8662 Kb 0.00 Mb 42.29 Mb 10
Cache: pubs cache, Status: Active, Type: Mixed
Config Size: 10.00 Mb, Run Size: 10.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 2048 Kb 0.00 Mb 10.00 Mb 10
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 7.00 Mb, Run Size: 7.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 1432 Kb 0.00 Mb 7.00 Mb 10

Dividing a data cache into memory pools
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After you create a data cache, you can divide it into memory pools, each with
adifferent 1/0O size. In any cache, you can have only one pool of each I/O size.
The minimum size of amemory pool isthe size of the server’s logical page.
Memory poolslarger than this must be a power of two and can be a maximum
size of one extent.

When Adaptive Server performs large |/Os, multiple pages are read into the
cache at the sametime. These pages are alwaystreated asaunit; they ageinthe
cache and are written to disk as a unit.

Adaptive Server Entreprise



CHAPTER 4 Configuring Data Caches

By default, when you create a named data cache, all of its space isassigned to
the default memory pool. Creating additional pools reassigns some of that
space to other pooals, reducing the size of the default memory pool. For
example, if you create a data cache with 50MB of space, all the spaceis
assigned to the 2K pool. If you configure a4K pool with 30MB of spacein this
cache, the 2K pool isreduced to 20MB.

After you create the pools, you can move space between them. For example, in
acachewith a20MB 2K pool and a 30MB 4K pool, you can configure a 16K
pooal, taking 10MB of space from the 4K pooal.

The commands that move space between pool s within a cache do not require a
restart of Adaptive Server, so you can reconfigure pools to meet changing
application loads with little impact on server activity.

In addition to creating poolsin the caches you configure, you can add memory
pooals for I/0Os up to 16K to the default data cache.

The syntax for configuring memory poolsis:

sp_poolconfig cache name, "memsize[P|K|M|G]",
"config poolK" [, "affected poolK"]

Pool configuration setsthe config_pool to the size specified in the command. It
always affects a second pool (the affected_pool) by moving space to or from
that pool. If you do not specify the affected_pool, the space is taken from or
alocated to the 2K pool (thisisthe smallest size available). The minimum size
for apool is512K.

This example createsa 7MB pool of 16K pagesin the pubs_cache data cache:
sp_poolconfig pubs cache, "7M", "16K"

To see the current configuration, run sp_cacheconfig, giving only the cache
name;

sp_cacheconfig pubs cache

Cache Name Status Type Config Value Run Value
pubs_cache Active Mixed 10.00 Mb 10.00 Mb
Total 10.00 Mb 10.00 Mb
Cache: pubs cache, Status: Active, Type: Mixed
Config Size: 10.00 Mb, Run Size: 10.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
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IO Size Wash Size Config Size Run Size APF Percent
2 Kb 2048 Kb 0.00 Mb 3.00 Mb 10
16 Kb 1424 Kb 7.00 Mb 7.00 Mb 10

You can also create memory poolsin the default data cache.

In the following example, you start with this cache configuration:

Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 42.29 Mb
Total 25.00 Mb 42.29 Mb

Cache: default data cache, Status: Active, Type: Default

Config Size: 25.00 Mb, Run Size: 42.29 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU

Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent

2 Kb 8662 Kb 0.00 Mb 42.29 Mb 10

This command creates a 16K pool in the default data cache that is 8BMB:
sp_poolconfig "default data cache", "8M", "16K"

It results in this configuration, reducing the “Run Size” of the 2K pool:

Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 42.29 Mb
Total 25.00 Mb 42.29 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 42.29 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 8662 Kb 0.00 Mb 34.29 Mb 10
16 Kb 1632 Kb 8.00 Mb 8.00 Mb 10
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You need not configure the size of the 2K memory pool in caches that you
create. Its“Run Size” represents al the memory not explicitly configured to
other poolsin the cache.

Matching log I/O size for log caches

If you create acachefor the transaction log of adatabase, configure most of the
space in that cache to match the log I/O size. The default value istwice the
server'slogical page size (for aserver with 2K logical pagesize, itis4K, fora
server with 4K logical pagesize, itis8K, and so on). Adaptive Server uses 2K
I/Ofor thelog if a4K pool isnot available. You can change thelog 1/0 size
with sp_logiosize. Thelog I/O size of each database isreported in the error 1og
when Adaptive Server starts, or you can check the size of a database by using
the database and issuing sp_logiosize with no parameters.

This example creates a 4K pool in the pubs_log cache:
sp_poolconfig pubs log, "3M", "4K"

You can also create a 4K memory pool in the default data cache for use by
transaction logs of any databases that are not bound to another cache:

sp_poolconfig "default data cache", "2.5M", "4K"

See “Choosing the I/O size for the transaction log” in the Performance and
Tuning Guide: Basics for information on tuning the log 1/0 size.

Binding objects to caches

sp_bhindcache assigns a database, table, index, text object or image object to a
cache. Before you can bind an entity to a cache, the following conditions must
be met:

*  The named cache must exist, and its status must be “ Active.”
e The database or database object must exist.

« Tobhind tables, indexes, or objects, you must be using the database where
they are stored.

e To hind system tables, including the transaction log table syslogs, the
database must be in single-user mode.
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e Tobind adatabase, you must be using the master database.

e Tobhind adatabase, user table, index, text object, or image object to a
cache, the type of cache must be “Mixed.” Only the syslogs table can be
bound to a cache of “Log Only” type.

e You must own the object or be the Database Owner or the System
Administrator.

Binding objects to cachesis dynamic.
The syntax for binding objectsto cachesis:

sp_bindcache cache name, dbname [, [owner.]tablename
[, indexname | "text only" ] ]

The owner name is optional if the tableis owned by “dbo.”

This command binds the titles table to the pubs_cache:
sp_bindcache pubs cache, pubs2, titles

To bind an index on titles, add the index name as the third parameter:
sp_bindcache pubs cache, pubs2, titles, titleind

The owner nameisnot needed in the examples above because the objectsinthe
pubs2 database are owned by “dbo.” To specify atable owned by any other
user, add the owner name. You must encl ose the parameter in quotation marks,
since the period in the parameter is a special character:

sp_bindcache pubs cache, pubs2, "fred.sales east"
This command binds the transaction log, syslogs, to the pubs_log cache:
sp_bindcache pubs log, pubs2, syslogs

The database must be in single-user mode before you can bind any system
tables, including the transaction log, syslogs, to acache. Use sp_dboption from
master, and ause database command, and run checkpoint:

sp_dboption pubs2, single, true

text and image columnsfor atable are stored in a separate data structure in the
database. To bind this object to a cache, add the “text-only” parameter:

sp_bindcache pubs cache, pubs2, au pix, "text only"
This command, executed from master, binds the tempdb database to a cache:
sp_bindcache tempdb cache, tempdb

You can rebind objects without dropping existing bindings.
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Cache binding restrictions

You cannot bind or unbind a database object when:
e Dirty reads are active on the object.
e A cursor isopen on the object

In addition, Adaptive Server must lock the object while the binding or
unbinding takes place, so the procedure may have a slow response time,
because it waits for locks to be released. See “L ocking to perform bindings’
on page 116 for more information.

Getting information about cache bindings

sp_helpcache provides information about a cache and the entities bound to it
when you provide the cache name;

sp_helpcache pubs cache

Cache Name

Config Size Run Size Overhead

10.00 Mb 10.00 Mb 0.77 Mb

Cache Binding Information: ------------------

Cache Name Entity Name Type Index Name Status
pubs cache pubs2.dbo.titles index titleind v
pubs cache pubs2.dbo.au pix index tau pix v
pubs cache pubs2.dbo.titles table Y
pubs_ cache pubs2.fred.sales east table Y

If you use sp_helpcache without a cache name, it prints information about all
the configured caches on Adaptive Server and all the objects that are bound to
them.

sp_helpcache performs string matching on the cache name, using
%cachename%. For example, “pubs’ matches both “pubs_cache” and
“pubs_log”.
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The“ Status’ column reports whether a cache binding isvalid (“V”) or invalid
(“1"). If adatabase or object is bound to a cache, and the cache is deleted,
binding information is retained in the system tables, but the cache binding is
marked asinvalid. All objectswith invalid bindings use the default data cache.
If you subsequently create another cache with the same name, the binding
becomes valid when the cache is activated.

Checking cache overhead

Note The cache overhead accounting for Adaptive Server versions 12.5.1 and
later is more explicit than earlier versions of Adaptive Server. The actual
overhead isthe same, but instead of being part of the server overhead, it isnow
considered as part of the cache overhead.

sp_helpcache can report the amount of overhead required to manage a named
data cache of a given size. When you create a named data cache, all the space
you request with sp_cacheconfig is made available for cache space. The
memory needed for cache management istaken from the global memory block
pool.

To see the overhead required for a cache, give the proposed size. You can use
P for pages, K for kilobytes, M for megabytes, or G for gigabytes. The
following example checks the overhead for 20,000 pages:

sp_helpcache "20000P"

2.96Mb of overhead memory will be needed to manage a
cache of size 20000P

You are not wasting any cache space by configuring user caches.
Approximately 5 percent of memory isrequired for the structuresthat storeand
track pagesin memory, whether you use a single large data cache or severa
smaller caches.

How overhead affects total cache space
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The example detailed in “Information on data caches’ on page 86 shows a
default data cache with 59.44 MB of cache space available before any
user-defined caches are created. The server in this example uses a 2K logical
page. When the 10MB pubs_cache is created, the results of sp_cacheconfig
show atotal cache size of 59.44 MB.
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Configuring a data cache can appear to increase or decrease the total available
cache. The explanation for this lies in the amount of overhead required to
manage a cache of a particular size, and the fact that the overhead is not
included in the values displayed by sp_cacheconfig.

Using sp_helpcache to check the overhead of the original 59.44MB default
cache and the new 10MB cache shows that the change in space is due to
changesin the size of overhead. The following command shows the overhead
for the default data cache before any changes were made:

sp_helpcache "59.44M"

4.10Mb of overhead memory will be needed to manage a
cache of size 59.44M

This command shows the overhead for pubs_cache:
sp_helpcache "10M"

0.73Mb of overhead memory will be needed to manage a
cache of size 10M

This command shows the overhead for a cache size of 49.44MB:

sp_helpcache "49.44M"
3.46Mb of overhead memory will be needed to manage a
cache of size 49.44M

4.19MB (which isequal to .73M + 3.46M) is the required overhead size for
maintaing two caches of size 10MB and 49.44MB, and is slightly more than
the 4.10M overhead that necessary to maintain one cache of 59.44MB.

Cache sizes are rounded to two places when printed by sp_cacheconfig, and
overhead isrounded to two placesby sp_helpcache, so you see asmall amount
of rounding error in the output.

Dropping cache bindings
Two commands drop cache bindings:
e sp_unbindcache unbinds a single entity from a cache.
e sp_unbindcache_all unbinds all objects bound to a cache.
The syntax for sp_unbindcache is:

sp_unbindcache dbname [, [owner.]tablename
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[, indexname | "text only"] ]

This commands unbinds the titleidind index on the titles table in the pubs2
database:

sp_unbindcache pubs2, titles, titleidind

To unbind all the objects bound to a cache, use sp_unbindcache_all, giving the
cache’'s name:

sp_unbindcache all pubs cache

Note You cannot use sp_unbindcache_all if more than eight databases objects
in eight databases are bound to the cache. You must use sp_unbindcache on
individual databases or objects to reduce the number of databases involved to
eight or less.

When you drop acachebinding for an object, all the pages currently in memory
are cleared from the cache.

Changing the wash area for a memory pool
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When Adaptive Server needs to read a buffer into cache, it places the buffer:

» AttheLRU (least recently used) end of each memory pool, inacachewith
strict LRU palicy.

« At thevictim pointer, in a cache with relaxed LRU policy. If the recently
used bit of buffer at the victim marker is set, the victim pointer is moved
to the next buffer in the poal.

A portion of each pool is configured asthe wash area. After dirty pages (pages
that have been changed in cache) passthe wash marker and enter the wash area,
Adaptive Server starts an asynchronous I/O on the page. When the write
completes, the page is marked clean and remains available in the cache.

The space in the wash area must be large enough so that the 1/O on the buffer
can complete before the page needs to be replaced. Figure 4-2 illustrates how
the wash area of a buffer pool works with a strict and relaxed LRU cache.
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Figure 4-2: Wash area of a buffer pool
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By default, the size of the wash areafor amemory pool is configured as
follows:

e |If the pool sizeislessthan 300MB, the default wash sizeis 20 percent of
the buffersin the pool.

e If thepool sizeis greater than 300MB, the default wash sizeis 20 percent
of the number of buffersin 300MB.

The minimum wash size is 10 buffers. The maximum size of the wash areais
80 percent of the pool size.

A buffer isablock of pagesthat matches the I/O size for the pool. Each buffer
istreated asa unit: all pagesin the buffer are read into cache, written to disk,
and aged in the cache as a unit. For the size of the block, multiply the number
of buffers by the pool size—for a2K pool, 256 buffers equals 512K; for a 16K
pool, 256 buffers equals 4096K.
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For example, if you configure a 16K pool with IMB of space, the pool has 64
buffers; 20 percent of 64 is12.8. Thisisrounded down to 12 buffers, or 192K,
are alocated to the wash area.

When the wash area is too small
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MRU

If the wash areaistoo small for the usage in abuffer pool, operationsthat need
a clean buffer may have to wait for 1/0 to complete on the dirty buffer at the
LRU end of the pool or at the victim marker. Thisiscalled adirty buffer grab,
and it can seriously impact performance. Figure 4-3 shows a dirty buffer grab
on a strict replacement policy cache.

Figure 4-3: Small wash area results in a dirty buffer grab
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You can use sp_sysmon to determine whether dirty buffer grabs are taking
place in your memory pools. Run sp_sysmon while the cache is experiencing
aheavy period of 1/O and heavy update activity, sinceit is the combination of
many dirty pages and high cache replacement rates that usually causes dirty
buffer grabs.

If the “Buffers Grabbed Dirty” output in the cache summary section shows a
nonzero valuein the“Count” column, check the “ Grabbed Dirty” row for each
pool to determine where the problem lies. Increase the size of the wash areafor
the affected pool. This command sets the wash area of the 8K memory pool to
720K:

sp _poolconfig pubs cache, "8K", "wash=720K"

If the pool isvery small, you may also want to increaseits pool size, especialy
if sp_sysmon output shows that the pool is experiencing high turnover rates.
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See the Performance and Tuning Guide: Monitoring for more information.

When the wash area is too large

MRU

If the wash areain a pool istoo large in a pool, the buffers move too quickly
past the “wash marker” in cache, and an asynchronous write is started on any
dirty buffers, asshownin Figure 4-4. Thebuffer ismarked“ clean” and remains
in the wash area of the MRU/LRU chain until it reachesthe LRU. If another
query changes a page in the buffer, Adaptive Server must perform additional
I/O to writeit to disk again.

If sp_sysmon output shows a high percentage of buffers “Found in Wash” for
a strict replacement policy cache, and there are no problems with dirty buffer
grabs, you may want to try reducing the size of the wash area. See the
Performance and Tuning Guide: Monitoring for more information.

Figure 4-4: Effects of making the wash area too large
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Setting housekeeper to avoid washes for cache

You can specify that you do not want the housekeeper to perform awash on a
particular cache with the HK ignore cache option of the cache status parameter
in the configuration file. Specifying which caches to not include in the wash
allows you to avoid contention between the housekeeper and cache manager
spinlock. Youmanually set HK ignore cache inthe configuration file under each
cache’s heading; you cannot set HK ignore cache with sp_cacheconfig.
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For example, the following show the settings for the named cache newcache:

Named Cache:newcache
cache size = 5M
cache status = mixed cache
cache status = HK ignore cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

You must set HK ignore cache along with either of default data cache, mixed
cache, or log parameters. You cannot set the parameter cache status to only HK
ignore cache. For example, the following is not allowed:

Named Cache:newcache
cache size = 5M
cache status = HK ignore cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

Changing the asynchronous prefetch limit for a pool

The asynchronous prefetch limit specifies the percentage of the pool that can
be used to hold pages that have been brought into the cache by asynchronous
prefetch, but have not yet been used by any queries. The default value for the
server is set with the global async prefetch limit configuration parameter. Pool
limits, set with sp_poolconfig, override the default limit for asingle pool.

This command sets the percentage for the 2K pool in the pubs_cache to 20:
sp_poolconfig pubs cache, "2K", "local async prefetch limit=20"

Changes to the prefetch limit for a pool take effect immediately and do not
require arestart of Adaptive Server. Valid values are 0-100. Setting the
prefetch limit to O disabl es asynchronous prefetching in apool. For information
about the impact of asynchronous prefetch on performance, see Chapter 10,
“Tuning Asynchronous Prefetch,” in Performance and Tuning Guide:
Optimizer and Abstract Plans.
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Changing the size of memory pools

To change the size of amemory pool, use sp_poolconfig to specify the cache,
the new size for the pool, the 1/0 size of the pool you want to change, and the
1/0 size of the pool from which the buffers should be taken. If you do not
specify the final parameter, all the space is taken from or assigned to the pool.

Moving space from the memory pool

This command checks the current configuration of the pubs_log cache (the
output in this example is based on the examples in the previous sections):

sp_cacheconfig pubs log

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 6.00 Mb 6.00 Mb
Total 6.00 Mb 6.00 Mb
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 3.50 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10

This command increases the size of the 4K pool to 5MB, moving the required
space from the 2K pool:

sp_poolconfig pubs log, "5M", "4K"

sp_cacheconfig pubs log

Cache Name Status Type Config Value Run Value
pubs log Active Log Only 6.00 Mb 6.00 Mb
Total 6.00 Mb 6.00 Mb
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
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IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 1.00 Mb 10
4 Kb 1024 Kb 5.00 Mb 5.00 Mb 10

Moving space from other memory pools

Totransfer space from another pool specify the cache name, a“to” 1/0 size, and
a“from” 1/O size. This output shows the current configuration of the default

data cache:
Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 29.28 Mb
Total 25.00 Mb 29.28 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 0.00 Mb 18.78 Mb 10
4 Kb 512 Kb 2.50 Mb 2.50 Mb 10
16 Kb 1632 Kb 8.00 Mb 8.00 Mb 10

Thefollowing command increasesthe size of the 4K pool from 2.5MB to 4MB,
taking the space from the 16K pool:

sp_poolconfig "default data cache","4M", "4K", "16K"
Thisresultsin the following configuration:

Cache Name Status Type Config Value Run Value

default data cache Active Default 25.00 Mb 29.28 Mb

Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
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Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 0.00 Mb 18.78 Mb 10
4 Kb 512 Kb 4.00 Mb 4.00 Mb 10
16 Kb 1632 Kb 6.50 Mb 6.50 Mb 10

When you issue a command to move buffers between poolsin a cache,
Adaptive Server can move only “free” buffers. It cannot move buffersthat are
in use or buffersthat contain changes that have not been written to disk.

When Adaptive Server cannot move as many buffersasyou request, it displays
an informational message, giving the requested size and the resulting size of
the memory pool.

Adding cache partitions

On multi-engine servers, more than one task can attempt to accessthe cache at
the same time. By default, each cache has a single spinlock, so that only one
task can change or access the cache at atime. If cache spinlock contention is
above 10 percent, increasing the number of cache partitions for a cache can
reduce spinlock contention, and improve performance.

You can configure the number of cache partitions for:

« All data caches, using the global cache partition number configuration
parameter

e Anindividua cache, using sp_cacheconfig

The number of partitionsin a cache is always a power of 2 between 1 and 64.
No pool in any cache partition can be smaller than 512K. In most cases, since
caches can be sized to meet requirements for storing individual objects, you
should use the local setting for the particular cache where spinlock contention
isanissue.

See “Reducing spinlock contention with cache partitions” in the Performance
and Tuning Guide: Basicsfor information on choosing the number of partitions
for a cache.
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Setting the number of cache partitions with sp_configure

Usesp_configure to set the number of cachepartitionsfor all cachesonaserver.
For example, to set the number of cache partitionsto 2, enter:

sp_configure "global cache partition number",2

You must restart the server for the change to take effect.

Setting the number of local cache partitions

Use sp_cacheconfig or the configuration file to set the number of local cache
partitions. Thiscommand setsthe number of cache partitionsin the default data
cacheto 4

sp_cacheconfig "default data cache", "cache partition=4"

You must restart the server for the change to take effect.

Precedence
Thelocal cache partition setting alwaystakes precedence over the global cache
partition value.
These commands set the server-wide partition number to 4, and the number of
partitions for pubs_cache to 2:
sp_configure "global cache partition number", 4
sp_cacheconfig "pubs cache", "cache partition=2"
Thelocal cache partition number takes precedence over the global cache
partition number, so pubs_cache uses 2 partitions. All other configured caches
have 4 partitions.
To remove the local setting for pubs_cache, and use the global value instead,
use this command:
sp_cacheconfig "pubs cache", "cache partition=default"
To reset the global cache partition number to the default, use:
sp_configure "global cache partition number", 0, "default"
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Dropping a memory pool

To completely remove a pool, reset its size to 0. The following removes the
16K pool and places all space in the default pool:

sp_poolconfig "default data cache", "0", "16K"
Cache Name Status Type Config Value Run Value
default data cache Active Default 25.00 Mb 29.28 Mb
Total 25.00 Mb 29.28 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 25.00 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 6.50 Mb 25.28 Mb 10
4 Kb 512 Kb 4.00 Mb 4.00 Mb 10

If you do not specify the affected pool size (16K in the example above), al the
spaceis placed in the default pool. You cannot del ete the default pool in any
cache.

When pools cannot be dropped due to pages use

If the pool you are trying to delete contains pages that are in use, or pages that
have dirty reads, but are not written to disk, Adaptive Server moves as many
pages as possible to the specified pool and prints an informational message
telling you the size of the remaining pool. If the pool size is smaller than the
minimum allowable pool size, you also receive a warning message saying the
pool has been marked unavailable. If you run sp_cacheconfig after receiving
one of these warnings, the pool detail section for these pools contains an extra
“Status’ column, with either “Unavailable/too small” or “ Unavailable/del eted”
for the affected pool.

You can reissue the command at alater time to complete removing the pool.
Poolswith “Unavailable/too small” or “Unavailable/deleted” are also removed
when you restart Adaptive Server.
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Cache binding effects on memory and query plans

Binding and unbinding objects may have animpact on performance. When you
bind or unbind atable or an index:

» The object’s pages are flushed from the cache.
*  The object must be locked to perform the binding.

» All query plansfor procedures and triggers must be recompiled.

Flushing pages from cache

When you bind an object or database to a cache, the object’s pages that are
already in memory areremoved from the source cache. The next timethe pages
are needed by a query, they are read into the new cache. Similarly, when you
unbind objects, the pagesin cache are removed from the user-configured cache
and read into the default cache the next time they are needed by a query.

Locking to perform bindings

To bind or unbind user tables, indexes, or text or image objects, the cache
binding commands must have an exclusive table lock on the object. If auser
holds locks on atable, and you issue sp_bindcache, sp_unbindcache, or
sp_unbindcache_all on the object, the system procedure sleeps until it can
acquire the locks it needs.

For databases, system tables, and indexes on system tables, the database must
bein single-user mode, so there cannot be another user who holdsalock onthe
object.

Cache binding effects on stored procedures and triggers

Cache bindings and |/O sizes are part of the query plan for stored procedures
and triggers. When you change the cache binding for an object, all the stored
procedures that reference the object are recompiled the next time they are
executed. When you change the cache binding for a database, all stored
procedures that reference any objects in the database that are not explicitly
bound to a cache are recompiled the next time they are run.
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Configuring data caches with the configuration file

You can add or drop named data caches and reconfigure existing caches and
their memory pools by editing the configuration file that isused when you start
Adaptive Server.

Note You cannot reconfigure caches and pools on a server whileit isrunning.
Any attempt to read a configuration file that contains cache and pool
configurations different from those already configured on the server causesthe
read to fail.

Cache and pool entries in the configuration file

Each configured data cache on the server has this block of information in the
configuration file:

[Named Cache:cache name]
cache size = {size | DEFAULT}
cache status = {mixed cache | log only | default data cache}
cache replacement policy = {DEFAULT |
relaxed LRU replacement| strict LRU replacement }

Size units can be specified with:

e P —pages (Adaptive Server pages)

e K —kilobytes (default)

M —megabytes

 G-gigabytes

This example shows the configuration file entry for the default data cache:

[Named Cache:default data cache]
cache size = DEFAULT
cache status = default data cache
cache replacement policy = strict LRU replacement

The default data cache entry isthe only cache entry that isrequired in for
Adaptive Server to start. It must have the cache size and cache status, and the
status must be “ default data cache.”

If the cache has pools configured in addition to the pool, the block in the
preceding example is followed by ablock of information for each pool:
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[16K I/0 Buffer Pool]
pool size = size
wash size = size
local async prefetch limit = DEFAULT

Note Insome cases, thereisno configuration file entry for the pool in acache.
If you change the asynchronous prefetch percentage with sp_poolconfig, the
change is not written to the configuration file, only to system tables.

This example shows output from sp_cacheconfig, followed by the
configuration file entries that match this cache and pool configuration:

Cache Name Status Type Config Value Run Value
default data cache Active Default 29.28 Mb 25.00 Mb
pubs cache Active Mixed 20.00 Mb 20.00 Mb
pubs log Active Log Only 6.00 Mb 6.00 Mb
tempdb cache Active Mixed 4.00 Mb 4.00 Mb
Total 59.28 Mb 55.00 Mb
Cache: default data cache, Status: Active, Type: Default
Config Size: 29.28 Mb, Run Size: 29.28 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 3844 Kb 6.50 Mb 25.28 Mb 10
4 Kb 512 Kb 4.00 Mb 4.00 Mb 10
Cache: pubs_cache, Status: Active, Type: Mixed
Config Size: 20.00 Mb, Run Size: 20.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 2662 Kb 0.00 Mb 13.00 Mb 10
16 Kb 1424 Kb 7.00 Mb 7.00 Mb 10
Cache: pubs log, Status: Active, Type: Log Only
Config Size: 6.00 Mb, Run Size: 6.00 Mb
Config Replacement: relaxed LRU, Run Replacement: relaxed LRU
Config Partition: 1, Run Partition: 1
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IO Size Wash Size Config Size Run Size APF Percent
2 Kb 716 Kb 0.00 Mb 1.00 Mb 10
4 Kb 1024 Kb 5.00 Mb 5.00 Mb 10
Cache: tempdb cache, Status: Active, Type: Mixed
Config Size: 4.00 Mb, Run Size: 4.00 Mb
Config Replacement: strict LRU, Run Replacement: strict LRU
Config Partition: 1, Run Partition: 1
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 818 Kb 0.00 Mb 4.00 Mb 10

Thisisthe matching configuration file information:

[Named Cache:default data cache]
cache size = 29.28M
cache status = default data cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

[2K I/0 Buffer Pool]
pool size = 6656.0000k
wash size = 3844 K
local async prefetch limit = DEFAULT

[4K I/O0 Buffer Pooll]
pool size = 4.0000M
wash size = DEFAULT
local async prefetch limit = DEFAULT

[Named Cache:pubs cache]

cache size = 20M

cache status = mixed cache

cache replacement policy = strict LRU
replacement

local cache partition number = DEFAULT

[16K I/O0 Buffer Pool]
pool size = 7.0000M
wash size = DEFAULT
local async prefetch limit = DEFAULT

[Named Cache:pubs log]
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cache size = 6M

cache status = log only

cache replacement policy = relaxed LRU
replacement

local cache partition number = DEFAULT

[4K I/0 Buffer Pool]
pool size = 5.0000M
wash size = DEFAULT
local async prefetch limit = DEFAULT

[Named Cache:tempdb cache]
cache size = 4M
cache status = mixed cache
cache replacement policy = DEFAULT
local cache partition number = DEFAULT

For more information about the configuration file, see Chapter 5, “ Setting
Configuration Parameters.”

Warning! Check the max memory configuration parameter and allow enough
memory for other Adaptive Server needs. If you assign too much memory to
data cachesin your configuration file, Adaptive Server does not start. If this
occurs, edit the configuration file to reduce the amount of space in the data
caches, or increase the max memory allocated to Adaptive Server. see Chapter
5, “ Setting Configuration Parameters,” for suggestions on monitoring cache
sizes.

Cache configuration guidelines

120

User-definabl e caches are a performance feature of Adaptive Server. This
chapter addresses only the mechanics of configuring caches and pools and
binding objects to caches. Performance information and suggested strategies
for testing cache utilization is addressed in Chapter 10, “Memory Use and
Performance,” in the Performance and Tuning Guide: Basics.

Here are some general guidelines:

» Thesize of the default data cache does not decrease when you configure
other caches.
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e Make surethat your default data cache is large enough for al cache
activity on unbound tables and indexes. All objects that are not explicitly
bound to a cache use the default cache. Thisincludes any unbound system
tables in the user databases, the system tables in master, and any other
objects that are not explicitly bound to a cache.

e During recovery, only the default cache is active. Transactions logs are
read the default cache. All transactions that must be rolled back or rolled
forward must read data pagesinto the default datacache. If the default data
cacheistoo small, it can slow recovery time.

e Do not “starve’ the 2K pool in any cache. For many types of data access,
thereis no need for large 1/0. For example, a simple query that uses an
index to return asingle row to the user might use 4 or 5 2K 1/0s, and gain
nothing from 16K 1/0O.

e Certain commands can perform only 2K 1/O: certain dbcc commands, and
drop table. dbcc checktable can perform large I/O, and dbcc checkdb
performs large 1/0 on tables and 2K 1/O on indexes.

«  For cachesused by transaction logs, configurean I/O pool that matchesthe
default log I/0 size. Thissize is set for adatabase using sp_logiosize. The
default value is 4K.

< Trying to manage every index and object and its caching can waste cache
space. If you have created caches or pools that are not optimally used by
the tables or indexes bound to them, they are wasting space and creating
additional /O in other caches.

e If tempdb is used heavily by your applications, bind it to its own cache.
You can bind only the entire tempdb database—you cannot bind individual
objects from tempdb.

e For cacheswith high update and replacement rates, be sure that your wash
sizeislarge enough.

e Onmulti-CPU systems, spread your busiest tablesand their indexes across
multiple caches to avoid spinlock contention.

e Consider reconfiguring caches or the memory pools within cachesto
match changing workloads. Reconfiguring cachesrequires arestart of the
server, but memory pool reconfiguration does not.

System Administration Guide: Volume 2 121



Configuring data caches with the configuration file

Configuration file errors

122

For example, if your system performs mostly OLTP (online transaction
processing) during most of the month, and has heavy DSS
(decision-support system) activity for afew days, consider moving space
from the 2K pool to the 16K pool for the high DSS activity and resizing
the pools for OLTP when the DSS workload ends.

If you edit your configuration file manually, check the cache, pool, and wash
sizes carefully. Certain configuration file errors can cause start-up failure:

Thetotal size of all of the caches cannot be greater than the amount of max
memory, minus other Adaptive Server memory needs.

Thetotal size of the poolsin any cache cannot be greater than the size of
the cache.

The wash size cannot be too small (less than 20 percent of the pool size,
with aminimum of 10 buffers) and cannot be larger than 80 percent of the
buffersin the pool.

The default data cache status must be “ default data cache,” and the size
must be specified, either as a numeric value or as“DEFAULT".

The status and size for any cache must be specified.
The pool size and wash sizefor all poolslarger than 2K must be specified.
The status of all user-defined caches must be“mixed cache” or “log only”.

The cache replacement policy and the asynchronous prefetch percentage
are optional, but, if specified, they must have correct parameters or
“DEFAULT".

In most cases, problemswith missing entriesarereported as*“ unknown format”
errors on linesimmediately following the entry where the size, status, or other
information was omitted. Other errors provide the name of the cache wherethe
error occurred and the type of error. For example, you seethiserror if thewash
size for apooal is specified incorrectly:

The wash size for the 4k buffer pool in cache pubs cache
has been incorrectly configured. It must be a minimum
of 10 buffers and a maximum of 80 percent of the number
of buffers in the pool.
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Servers

This chapter provides guidelines for administering Adaptive Server on a
multi processor.

Topic Page
Parallel processing 123
Definitions 124
Target architecture 124
Configuring an SMP environment 126

Parallel processing

Adaptive Server implements the Sybase Virtual Server Architecture™,
which enables it to take advantage of the parallel processing feature of
symmetric multiprocessing (SMP) systems. You can run Adaptive Server
asasingleprocessor as multiple, cooperating processes, depending onthe
number of CPUs available and the demands placed on the server machine.
This chapter describes:

e Thetarget machine architecture for the SMP Adaptive Server
e Adaptive Server architecture for SMP environments

e Adaptive Server task management in the SM P environment

e Managing multiple engines

For information on application design for SMP systems, see Chapter 20,
“Managing Multiprocessor Servers,” in the Performance and Tuning
Guide: Basics.
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Target architecture
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Here are the definitions for several terms used in this chapter:

Process — an execution environment scheduled onto physical CPUs
by the operating system.

Engine— a process running an Adaptive Server that communicates
with the other Adaptive Server processes via shared memory. An
engine can be thought of as one CPU’sworth of processing power. It
does not represent a particular CPU. Also referred to as a server
engine.

Task — an execution environment within the Adaptive Server that is
scheduled onto engines by the Adaptive Server.

Affinity —aprocessinwhich acertain Adaptive Server task runsonly
on acertain engine (task affinity), a certain engine handles network
I/O for acertain task (network 1/0 affinity), or a certain engine runs
only on acertain CPU (engine affinity).

Network affinity migration —the process of moving network 1/O
from one engine to another. SM P systems that support thismigration
allow Adaptive Server to distribute the network 1/O load among all of
its engines.

The SMP environment product isintended for machines with the
following features:

A symmetric multiprocessing operating system
Shared memory over acommon bus

1-128 processors

No master processor

Very high throughput

Adaptive Server consists of one or more cooperating processes (called
engines), al of which run the server program in parallel. See Figure 5-1.
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Figure 5-1: SMP environment architecture

Clients CPUs Disks

AN

Operating System

Engine O Engine 1 Engine 2
Registers Registers Registers
file descriptors/ file descriptors/ file descriptors/
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Shared executable

Program memory

Shared memory

Data memory

When clients connect to Adaptive Server, the client connections are
assigned to enginesin around-robin fashion, so all engines sharethework
of handling network 1/0 for clients. All engines are peers, and they
communicate via shared memory.

The server engines perform all database functions, including updates and
logging. Adaptive Server, not the operating system, dynamically
schedules client tasks onto available engines.
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The operating system schedul es the engine processes onto physical
processors. Any available CPU is used for any engine; there is no engine
affinity. The processing is called symmetric because any Adaptive Server
engine can pick up any Adaptive Server task, unlessit is deliberately
configured otherwise.

Configuring an SMP environment

Managing engines

Configuring the SMP environment is much the same as configuring the
uniprocessor environment, although SM P machines are typically more
powerful and handle many more users. The SMP environment provides
the additional ability to control the number of engines.

To achieve optimum performance from an SMP system, you must
maintain the correct number of engines.

An engine represents a certain amount of CPU power. It isaconfigurable
resource like memory.

Note If your server connectionsuse Component I ntegration Services, they
are affinitied to a single engine, and are not allowed to migrate from one
engine to another. Adaptive Server uses aload-balancing algorithm to
evenly distribute the load among the engines.

Resetting the number of engines

126

When you first install Adaptive Server, the system is configured for a
single engine. To use multiple engines, reset the number of engines the
first time you restart the server. You may also want to reset the number of
engines at other times. For example, you might want to:

» Increasethe number of enginesif current performanceisnot adequate
for an application and there are enough CPUs on the machine.
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Decrease the number of enginesif Adaptive Server isnot fully
utilizing the existing engines. There is overhead involved in running
the engines, and Adaptive Server iswasting resources if you don't
need the extra engines.

max online engines controls the number of engines used by Adaptive
Server. Reset this parameter with sp_configure. For example, to set the
number of enginesto 3, issue the following:

sp_configure "max online engines", 3

You must restart the server to reset the number of engines.

Repeat these steps whenever you need to change the number of engines.
Engines other than engine 0 are brought online after recovery is complete.

Choosing the right number of engines

Itisimportant that you choose the correct number of enginesfor Adaptive
Server. Here are some guidelines:

Adaptive Server will not let you configure more enginesthan CPUs If
aCPU goesoffline, usesp_configure to reduce the max online engines
configuration parameter by 1 and restart Adaptive Server.

Have only as many engines asyou have usable CPUs. If thereisalot
of processing by the client or other non-Adaptive Server processes,
then one engine per CPU may be excessive. Remember, too, that the
operating system may take up part of one of the CPUs.

Have enough engines. It is good practice to start with afew engines
and add engines when the existing CPUs are almost fully used. If
there are too few engines, the capacity of the existing enginesis
exceeded and bottlenecks may result.

Starting and stopping engines

This section describeshow to start and stop Adaptive Server enginesusing
sp_engine.
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Monitoring engine status

Before you bring an engine online or offline, you may need to check the
status of the engines currently running. sysengines includes any of the
following in the status column:

* online —indicates the engineis online.

* inoffline —indicatesthat sp_engine offline has been run. The engineis
till allocated to the server, but isin the process of having its tasks
migrated to other engines.

* indestroy —indicatesthat all tasks have successfully migrated off the
engine, and that the server iswaiting on the OSlevel task to deallocate
the engine.

» increate —indicates that an engine isin the process of being brought
online.

» dormant —indicates that sp_engine offline was not able to migrate all
tasks from that engine. If the tasks terminate themselves (through a
timeout), the engines switch to being permanently offline. dormant
engines only process those tasks that are causing the dormant state;
they are not available to work on any other tasks.

Thefollowing command showsthe engine number, status, number of tasks
affinitied, and the time an engine was brought online:

select engine, status, affinitied, starttime
from sysengines

engine status affinitied starttime
0 online 12 Mar 5 2001 9:40PM
1 online 9 Mar 5 2001 9:41PM
2 online 12 Mar 5 2001 9:41PM
3 online 14 Mar 5 2001 9:51PM
4 online 8 Mar 5 2001 9:51PM
5 in offline 10 Mar 5 2001 9:51PM

Starting and stopping engines with sp_engine

You can dynamically stop or start engines using sp_engine, which allows
a System Administrator to reconfigure CPU resources as processing
requirements fluctuate over time.

The syntax for sp_engine is:
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sp_engine {“online” | [offline | can_offline] [, engine_id] |
[“shutdown”, engine_id]

For example, the following brings engine 1 online. Messages are platform
specific (in this example, Sun Solaris was used):

sp_engine "online", 1
02:00000:00000:2001/10/26 08:53:40.61 kernel Network and device connection
limit is 3042.

02:00000:00000:2001/10/26 08:53:40.61 kernel SSL Plus security modules loaded
successfully.

02:00000:00000:2001/10/26 08:53:40.67 kernel engine 1, os pid 8624 online
02:00000:00000:2001/10/26 08:53:40.67 kernel Enabling Sun Kernel asynchronous
disk I/O strategy

00:00000:00000:2001/10/26 08:53:40.70 kernel ncheck: Network fc0330c8 online

You can check whether or not aspecific engine can be brought offlinewith
the can_offline parameter. The following determines whether engine 1 can
be brought offline:

sp_engine can offline, 1

sp_engine specifiesareturn code of Oif you can bring the specified engine
offline. If you do not specify an engine_id, sp_engine describes the status
of the engine in sysengines with the highest engine id.

Engines can be brought online only if max online engines is greater then
the current number of engineswith an online status, and if enough CPU is
available to support the additional engine.

To bring an engine offline, enter theengine I D. The following takesengine
number one offline:

sp_engine offline, 1

Adaptive Server waits for any tasks that are associated with thisengineto
finish beforetaking the engine offline, and returns a message similar to the
following:

01:00000:00000:2001/11/09 16:11:11.85 kernel Engine 1 waiting for affinitied
process (es) before going offline
00:00000:00000:2001/11/09 16:16:01.90 kernel engine 1, os pid 21127 offline

You cannot take engine number zero offline.
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sp_engine “shutdown” forces any tasks associated with the specified engine
to finish in afive-second period, and then shuts down the engine. You can
use sp_engine shutdown when an engine has gone into a dormant state.
Althoughitisperfectly acceptableto leave an enginein dormant state, you
can use this command if you need to bring an engine offline. sp_engine
kills any remaining processes that are preventing the engine from going
offline normally. The following shuts down engine 1:

sp_engine "shutdown", 1

For more information about sp_engine, see the Reference Manual.

Relationship between network connections and engines

Due to the operating system limit on the number of file descriptors per
process on UNIX, reducing the number of engines reduces the number of
network connections that the server can have. On Windows NT, the
number of network connections is independent of the number of engines.

There is no way to migrate a network connection created for server-to-
server remote procedure calls—or example, connections to Replication
Server and XP Server—so you cannot take an engine offline that is
managing one of these connections.

Logical process management and dbcc engine(offline)

If you are using logical process management to bind particular logins or
applicationsto enginegroups, usedbcc engine(offline) carefully. If youtake
all engines for an engine group offline:

» Thelogin or application can run on any engine
* Anadvisory messageis sent to the connection logging in to the server

Since engine affinity is assigned when a client logsin, users who are
already logged in are not migrated if the engines in the engine group are
brought online again with dbcc engine("online”).

Managing user connections

This section describes how to manage user connections in the UNIX
environment.
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If the SMP system supports network affinity migration, each engine
handlesthe network 1/O for itsconnections. During login, Adaptive Server
migrates the client connection task from engine O to the engine currently
servicing the smallest number of connections. The client’s tasks run
network /O on that engine (network affinity) until the connection is
terminated. To determine if your SMP system supports this migration, see
the configuration documentation for your platform.

By distributing the network 1/0O among its engines, Adaptive Server can
handle more user connections. The per-process limit on the maximum
number of open file descriptors no longer limits the number of
connections. Adding more engines linearly increases the maximum
number of file descriptors, as stored in the global variable
@@max_connections.

As you increase the number of engines, Adaptive Server prints the
increased @@max_connections valueto standard output and the error log
file after you restart the server. You can query the value as follows:

select @@max connections

This number represents the maximum number of file descriptors allowed
by the operating system for your process, minusthese file descriptorsused
by Adaptive Server:

*  Onefor each master network listener on engine O (one for every
“master” line in the interfaces file entry for that Adaptive Server)

*  Onefor each engine's standard output

« Onefor each engine's error log file

«  Two for each engine's network affinity migration channel
e One per engine for configuration

e One per engine for the interfacesfile

For example, if Adaptive Server is configured for one engine, and the
value of @@max_connections equals 1019, adding a second engine
increases the value of @@meax_connections to 2039 (assuming only one
master network listener).
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You can configure the number of user connections parameter to take
advantage of an increased @@max_connections limit. However, each
time you decrease the number of engines using max online engines, you
must also adjust the number of user connections value accordingly.
Reconfiguring max online engines or number of user connections is not
dynamic, so you must restart the server to change these configuration
values. For information about configuring number of user connections, see
Chapter 5, “ Setting Configuration Parameters.”

Configuration parameters that affect SMP systems

Chapter 5, “ Setting Configuration Parameters,” lists configuration
parameters for Adaptive Server. Some of those parameters, such as
spinlock ratios, are applicable only to SMP systems.

Configuring spinlock ratio parameters

Spinlock ratio parameters specify the number of internal system resources
such asrowsin an internal table or cache that are protected by one
spinlock. A spinlock is a simple locking mechanism that prevents a
process from accessing the system resource currently used by another
process. All processes trying to access the resource must wait (or “spin”)
until the lock is released.

Spinlock ratio configuration parameters are meaningful only in
multiprocessing systems. An Adaptive Server configured with only one
engine has only one spinlock, regardless of the value specified for a
spinlock ratio configuration parameter.

Table 5-1 lists system resources protected by spinlocks and the
configuration parameters you can use to change the default spinlock ratio.
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Table 5-1: Spinlock ratio configuration parameters

Configuration parameter System resource protected

lock spinlock ratio Number of lock hash buckets

open index hash spinlock ratio Index metadata descriptor hash tables
open index spinlock ratio Index metadata descriptors

open object spinlock ratio Object metadata descriptors

partition spinlock ratio Rows in the internal partition caches
user log cache spinlock ratio User log caches

The value specified for a spinlock ratio parameter defines the ratio of the
particular resource to spinlocks, not the number of spinlocks. For example,
if 100 is specified for the spinlock ratio, Adaptive Server alocates one
spinlock for each 100 resources. The number of spinlocks allocated by
Adaptive Server dependson thetotal number of resourcesaswell asonthe
ratio specified. The lower the value specified for the spinlock ratio, the
higher the number of spinlocks.

Spinlocks are assigned to system resources in one of two ways:
¢ Round-robin assignment

e Seguentia assignment

Round-robin assignment

M etadata cache spinlocks (configured by the open index hash spinlock
ratio, open index spinlock ratio, and open object spinlock ratio
parameters) use the round-robin assignment method.

Figure 5-2 illustrates one exampl e of the round-robin assignment method
and shows the relationship between spinlocks and index metadata
descriptors.
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Figure 5-2: Relationship between spinlocks and index descriptors

Spinlock 1 Index Index Index Index
Protects Index Descriptor Descriptor Descriptor Descriptor
Descriptors 1, 5, 1 5 9 397

9, and so on

Spinlock ZL Index Index Index Index
Protects Index Descriptor Descriptor Descriptor Descriptor
Descriptors 2, 6, 2 6 10 398
10, and so on

Spinlock 3L Index Index Index Index
Protects Index Descriptor Descriptor Descriptor Descriptor
Descriptors 3, 7, 3 7 11 399
11, and so on

Spinlock 41» Index Index Index Index
Protects Index Descriptor Descriptor Descriptor Descriptor
Descriptors 4, 8, 4 8 12 400
12, and so on

Sequential assignment
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Supposethere are 400 index metadata descriptors, or 400 rowsintheindex
descriptorsinternal table. You have set the ratio to 100. This means that
there will be 4 spinlocksin all: Spinlock 1 protects row 1; Spinlock 2
protects row 2, Spinlock 3 protects row 3, and Spinlock 4 protects row 4.
After that, Spinlock 1 protects the next avail able index descriptor, Index
Descriptor 5, until every index descriptor is protected by a spinlock. This
round-robin method of descriptor assignment reduces the chances of
spinlock contention.

Table lock spinlocks, configured by the table lock spinlock ratio parameter,
use the sequential assignment method. The default configuration for table
lock spinlock ratio is 20, which assigns 20 rows in an internal hash table
to each spinlock. The rows are divided up sequentially: the first spinlock
protectsthefirst 20 rows, the second spinlock protectsthe second 20 rows,
and so on.

In theory, protecting one resource with one spinlock would provide the
least contention for aspinlock and would result in the highest concurrency.
In most cases, the default value for these spinlock ratios is probably best
for your system. Change the ratio only if there is spinlock contention.
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Use sp_sysmon to get areport on spinlock contention. See the
Performance and Tuning Guide for information on spinlock contention.
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Databases

This chapter explains how to create and manage user databases.
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Commands for creating and managing user databases

Table 6-1 summarizes the commands for creating, modifying, and
dropping user databases and their transaction logs.

Table 6-1: Commands for managing user databases

Command Task

create database...on dev_name Makes database devices available to a particular Adaptive Server database.

or When used without theon dev_name clause, these commands all ocate space from
alter database...on dev_name  the default pool of database devices.

dbce checktable(syslogs) Reports the size of the log.

sp_logdevice Specifiesadevicethat will storethe log when the current |og device becomesfull.
sp_helpdb Reports information about a database's size and devices.

sp_spaceused Reports a summary of the amount of storage space used by a database.
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Permissions for managing user databases

By default, only the System Administrator has create database
permission. The System Administrator can grant permission to use the
create database command. However, in many installations, the System
Administrator maintains a monopoly on create database permission to
centralize control of database placement and database deviceallocation. In
these situations, the System Administrator creates new databases on behal f
of other users and then transfers ownership to the appropriate users.

To create a database and transfer ownership to another user, the System
Administrator:

1 Issuesthe create database command.
2  Switches to the new database with the use database command.

3  Executessp_changedbowner, as described in “ Changing database
ownership” on page 148.

When a System Administrator grants permission to create databases, the
user that receives the permission must also be avalid user of the master
database, since all databases are created while using master.

Thefact that System Administrators seem to operate outside the protection
system serves as a safety precaution. For example, if a Database Owner
forgets his or her password or accidentally deletes all entriesin sysusers,
aSystem Administrator can repair the damage using the backups or dumps
that are made regularly.

Permission for alter database or drop database defaults to the Database
Owner, and permission is automatically transferred with database
ownership. You cannot use grant or revoke to change alter database and
drop database permission.
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Using the create database command

Use create database to create user databases. You must have create
database permission, and you must be avalid user of master. Alwaystype
use master before you create a new database.

Note Eachtimeyou enter the create database command, dump the master
database. This makes recovery easier and safer in case master is later
damaged. See Chapter 13, “Restoring the System Databases,” for more
information.

create database syntax
The create database syntax is:

create database database name
[on {default | database_device} [= size]
[, database_device [= size]...]
[log on database_device [ = size ]
[, database_device [= siz€]]...]
[with {override | default_location = "pathname"}]
[for {load | proxy_update}]

A database name must follow therulesfor identifiers. You can create only
one database at atime.

Initssimplest form, create database creates a database on the default
database deviceslisted in master..sysdevices:

create database newpubs

You can control different characteristics of the new database by using the
create database clauses.

e Theon clause specifies the names of one or more database devices
and the space allocation, in megabytes, for each database device. See
“Assigning space and devices to databases’ on page 141 for more
information.

* Thelog on clause places the transaction log (the syslogs table) on a
separate database device with the specified or default size. See
“Placing the transaction log on a separate device” on page 143 for
more information.
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for load causes Adaptive Server to skip the page-clearing step during
database creation. Usethisclauseif youintend toload adump into the
new database as the next step. See “Using the for load option for
database recovery” on page 147 for more information.

with override allows Adaptive Servers on machineswith limited space
to maintain their logs on device fragments that are separate from their
data. Use this option only when you are putting log and data on the
samelogical device. See “Using the with override option with create
database” on page 148 for more information.

sizeisin the following unit specifiers: ‘k’ or ‘K’ (kilobytes), ‘m’ or
‘M’ (megabytes), and ‘g’ or ‘G’ (gigabytes), ‘t’ or ‘T’ (terabytes). If
you do not specify the unit size, create database assumes'M’,
megabytes.

How create database works

When a user with the required permission issues create database,
Adaptive Server:
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Verifies that the database name specified is unique.
Makes sure that the database device names specified are available.
Finds an unused identification number for the new database.

Assigns space to the database on the specified database devices and
updates master..sysusages to reflect these assignments.

Insertsarow into sysdatabases.

Makes a copy of the model database in the new database space,
thereby creating the new database’'s system tables.

Clears all the remaining pagesin the database device. If you are
creating a database to load a database dump, for load skips page
clearing, which is performed after the load compl etes).

The new database initially contains a set of system tableswith entriesthat
describe the system tables themselves. The new database inherits all the
changes you have made to the model database, including:

The addition of user names.

The addition of objects.
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e The database option settings. Originally, the options are set to off in
model. If youwant all of your databases to inherit particular options,
change the options in model with sp_dboption. See Chapter 2,
“System and Optional Databases,” for moreinformation about model.
See Chapter 8, “ Setting Database Options,” for more information
about changing database options.

Adding users to databases

After creating a new database, the System Administrator or Database
Owner can manually add usersto the database with sp_adduser. Thistask
can be done with the help of the System Security Officer, if new Adaptive
Server loginsarerequired. See Chapter 13, “ Getting Started With Security
Administration in Adaptive Server,” for details on managing Adaptive
Server logins and database users.

Assigning space and devices to databases

Adaptive Server allocates storage space to databases when a user enters
the create database or alter database command. create database can
specify one or more database devices, along with the amount of space on
each that isto be alocated to the new database.

Note You can aso usethelog on clause to place a production database’'s
transaction log on a separate device. See“ Placing the transaction log on a
separate device” on page 143 for more information.

If you use the default keyword, or if you omit the on clause, Adaptive
Server puts the database on one or more of the default database devices
specified in master..sysdevices. See“ Initializing Database Devices’ on
page 245 for more information about the default pool of devices.

To specify asize (4AMB in the following example) for a database that isto
be stored in adefault location, use on default = size like this:

create database newpubs
on default = "4M"
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Warning: The database

To place the database on specific database devices, give the names of the
database deviceswhere you want it stored. You can request that a database
be stored on more than one database device, with a different amount of
space on each. All the database devices named in create database must be
listed in sysdevices. In other words, they must have been initialized with
disk init. See Chapter 7, “Initializing Database Devices,” for instructions
about using disk init.

Thefollowing statement createsthe newdb database and allocates 3M B on
mydata and 2MB on newdata. The database and transaction log are not
separated:

create database newdb
on mydata = "3M", newdata = "2M"

Warning! Unlessyou are creating asmall or noncritical database, always
place the log on a separate database device. Follow the instructionsin
“Placing the transaction log on a separate device” on page 143 to create
production databases.

If the amount of space you request on a specific database device is
unavailable, Adaptive Server creates the database with as much space as
possible on each device and displays a message informing you how much
spaceit has allocated on each database device. Thisisnot considered an
error. If there isless than the minimum space necessary for a database on
the specified database device, create database fails.

If you create (or alter) adatabase on a UNIX device file that does not use
the dsync setting, Adaptive Server displays an error message in the error
log file. For example, if you create the “mydata” devicein the previous
exampl e does not use dsync, you see a message similar to:

'newdb' is using an unsafe virtual device 'mydata'. The

recovery of this database can not be guaranteed.

Default database size and devices
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If you omit the size parameter in the on clause, Adaptive Server createsthe
database with a default amount of space. This amount is the larger of the
sizes specified by the default database size configuration parameter and
the model database.
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The smallest database you can create is the size of the model database,
which isdetermined by your installation'slogical page size. If you want to
increase the minimum size of a database, use alter database to enlarge the
model database. You can also use the default database size configuration
parameter to determine the default database size. See Chapter 5, “ Setting
Configuration Parameters,” for more information.

If you omit the on clause, the database is created as the default size, as
described above. The spaceis allocated in alphabetical order by database
device name, from the default database devices specified in
master..sysdevices.

To seethe logical names of default database devices, enter:

select name
from sysdevices
where status & 1 = 1
order by name

sp_helpdevice also displays “default disk” as part of the description of
database devices.

Estimating the required space

The size allocation decisions you make are important, becauseit is
difficult to reclaim storage space after it has been assigned. You can
always add space; however, you cannot deall ocate space that has been
assigned to adatabase, unless you drop the database first.

You can estimate the size of the tables and indexes for your database by
using sp_estspace or by calculating the value. See Chapter 15,
“Determining Sizes of Tables and Indexes,” in the Performance and
Tuning Guide: Monitoring for instructions.

Placing the transaction log on a separate device

Use the log on clause of the create database command to place the
transaction log (the syslogs table) on a separate database device. Unless
you are creating very small, noncritical databases, always place thelog on
aseparate database device. Placing thelogs on a separate database device:
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e Letsyou usedump transaction, rather than dump database, thus saving
time and tapes.

» Letsyou establish afixed size for the log to keep it from competing
for space with other database activity.

e Creates default free-space threshold monitoring on the log segment
and allows you to create additional free-space monitoring on the log
and data portions of the database. See Chapter 15, “Managing Free
Space with Thresholds,” for more information.

»  Improves performance.

e Ensuresfull recovery from hard disk crashes. A special argument to
dump transaction lets you dump your transaction log, even when your
data deviceis on a damaged disk.

To specify asize and device for the transaction log, use the log on device
= sizeclauseto create database. The sizeisin the unit specifiers‘k’ or ‘K’
(kilobytes), ‘m’ or ‘M’ (megabytes), and ‘g’ or ‘G’ (gigabytes), ‘t’ or ‘T’
(terabytes). For example, the following statement creates the newdb
database, allocates 8BMB on mydata and 4MB on newdata, and places a
3MB transaction log on athird database device, tranlog:

create database newdb
on mydata = "8M", newdata = "4M"
log on tranlog = "3M"

Estimating the transaction log size
The size of the transaction log is determined by:
e Theamount of update activity in the associated database
e Thefreguency of transaction log dumps

Thisistrue whether you perform transaction log dumps manually or use
threshold proceduresto automate thetask. Asageneral rule, allocateto the
log 10 to 25 percent of the space that you allocate to the database.
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Inserts, deletes, and updates increase the size of the log. dump transaction
decreasesits size by writing committed transactions to disk and removing
them from the log. Since update statements require logging the “ before”
and “after” images of arow, applications that update many rows at once
should plan on the transaction log being at least twice as large as the
number of rowsto be updated at the same time, or twice as large as your
largest table. Or you can batch the updates in smaller groups, performing
transaction dumps between the batches.

In databases that have alot of insert and update activity, logs can grow
very quickly. To determine the required log size, periodically check the
size of thelog. This also helps you choose thresholds for the log and
scheduling the timing of transaction log dumps. To check the space used
by a database's transaction log, first use the database. Then enter:

dbcc checktable (syslogs)

dbcc reports the number of data pages being used by thelog. If your logis
on a separate device, dbcc checktable also tells you how much spaceis
used and how much isfree. Here is sample output for a2MB log:

Checking syslogs

The total number of data pages in this table is 199.

***x NOTICE: Space used on the log segment is 0.39 Mbytes, 19.43%.
***x NOTICE: Space free on the log segment is 1.61 Mbytes, 80.57%.
Table has 1661 data rows.

You can also use the following Transact-SQL statement to check on the
growth of the log:

select count (*) from syslogs

Repeat either command periodically to see how quickly the log grows.

Default log size and device

If you omit the size parameter from the log on clause, Adaptive Server
locates the minimum permitted amount of storage. If you omit thelog on
clause entirely, Adaptive Server places the transaction log on the same
database device as the datatables.

System Administration Guide: Volume 2 145



Placing the transaction log on a separate device

Moving the transaction log to another device

If you did not use the log on clause to create database, follow the
instructions in this section to use sp_logdevice to move your transaction
log to another database device.

sp_logdevice marks the portions of an existing database that exist on a
specified device as reserved for the transaction log; it does not move
existing data. If your database already has data on this device, Adaptive
Server does not interpret this data as not being on its proper segment.
However, because dbce reports this as an error, no existing part of the log
movesto the specified device; the current log dataremainswhereit isuntil
the log has extended onto the new device and you use dump transaction to
clear that part of the log. Also, sp_logdevice does not allocate new space
to the database or initialize devices. Instead, it reserves those portions of
the specified device for the log that already belong to the database you

specify.
The syntax for sp_logdevice is:
sp_logdevice database_name, devhame

The database device you name must be initialized with disk init and must
be allocated to the database with create or alter database.

To move the entire transaction log to another device:
1 Executesp_logdevice, naming the new database device.

2 Execute enough transactions to fill the page that is currently in use.
The amount of space you need to update depends on the size of your
logical pages. You can execute dbcc checktable(syslogs) before and
after you start updating to determine when a new page is used.

3 Wait for al currently active transactions to finish. You may want to
put the database into single-user mode with sp_dboption.

4 Run dump transaction, which removes all the log pagesthat it writes
to disk. Aslong asthere are no active transactions in the part of the
log onthe old device, all of those pages are removed. See Chapter 11,
“Developing a Backup and Recovery Plan,” for more information.
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5 Runsp_helplog to ensure that the complete log is on the new log
device.

Note When you move atransaction log, the space no longer used by
the transaction log becomes available for data. However, you cannot
reduce the amount of space allocated to a device by moving the
transaction log.

Transaction logs are discussed in detail in Chapter 11, “Developing a
Backup and Recovery Plan.”

Using the for load option for database recovery

Adaptive Server generally clears all unused pages in the database device
when you create a new database. Clearing the pages can take several
seconds or several minutes to complete, depending on the size of the
database and the speed of your system.

Usethefor load option if you are going to use the database for loading from
a database dump, either for recovery from mediafailure or for moving a
database from one machine to another. Using for load runs a streamlined
version of create database that skips the page-clearing step, and creates a
target database that can be used only for loading a dump.

If you create a database using for load, you can run only the following
commands in the new database before loading a database dump:

o alter database...for load
e drop database
o load database

When you load a database dump, the new database device allocations for
the database must match the usage all ocationsin the dumped database. See
Chapter 12, “Backing Up and Restoring User Databases,” for adiscussion
of duplicating space allocation.

After you load the database dump into the new database, there are no
restrictions on the commands you can use.
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Using the with override option with create database

This option alows machines with limited space to maintain their logs on
device fragments that are separate from their data. Use this option if you
must put log and data on the same logical device. Although thisis not
recommended practice, it may be the only option available on machines
with limited storage, especially if you must get databases back online
following a hard disk crash.

You can still dump your transaction log, but if you experience amedia
failure, you cannot accessthe current log, sinceit is on the same device as
the data. You can recover only to the last transaction log dump, and all
transactions between that point and the failure time are lost.

Inthefollowing example, thelog and dataare on separate fragments of the
same logical device:

create database littledb
on diskdevl = "4M"
log on diskdevl = "1M"
with override

The minimum database size you can create is the size of model.

Changing database ownership
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A System Administrator might want to create the user databases and give
ownership of them to another user after completing some of theinitial
work. sp_changedbowner changes the ownership of a database. The
procedure must be executed by the System Administrator in the database
where the ownership is to be changed. The syntax is:

sp_changedbowner loginame [, true ]

The following example makes the user “abert” the owner of the current
database and dropsthe aliases of userswho could act asthe former “dbo.”

sp_changedbowner albert
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The new owner must already have alogin namein Adaptive Server, but he
or she cannot be auser of the database or have an aliasin the database. You
may haveto use sp_dropuser or sp_dropalias before you can change a
database’s ownership. Seethe Chapter 13, “ Getting Started With Security
Administrationin Adaptive Server,” for moreinformation about changing
ownership.

To transfer aliases and their permissions to the new Database Owner, add
the second parameter, true.

Note You cannot change ownership of the master database. It is always
owned by the “sa’ login.

Using the alter database command

When your database or transaction log growsto fill all the space allocated
with create database, you can use alter database to add storage. You can
add space for database objects or the transaction log, or both. You can also
use alter database to prepare to load a database from backup.

Permission for alter database defaults to the Database Owner, and is
automatically transferred with database ownership. For moreinformation,
see “Changing database ownership” on page 148. alter database
permission cannot be changed with grant or revoke.

Note alter database for proxy update drops all proxy tablesin the proxy
database.

alter database syntax

To extend a database, and to specify where storage space isto be added,
use the full alter database syntax:

alter database database name
[on {default | database_device} [= size]
[, database_device [= size]]...]
[log on {default | database_device} [= size]
[, database_device [= size]]...]
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[with override]
[for load]
[for proxy_update]

Inits simplest form, alter database adds the configured default amount of
spacefrom the default database devices. If your database separates|og and
data, the space you add is used only for data. Use sp_helpdevice to find
names of database devices that are in your default list.

To add space from a default database device to the newpubs database,
enter:

alter database newpubs

The on and log on clauses operate like the corresponding clausesin create
database. You can specify space on a default database device or some
other database device, and you can name more than one database device.
If you use alter database to extend the master database, you can extend it
only on the master device. The minimum increase you can specify is1IMB
or one alocation unit, whichever islarger.

To add 3MB to the space allocated for the newpubs database on the
database device named pubsdatal, enter:

alter database newpubs
on pubsdatal = "3M"

If Adaptive Server cannot allocate the requested size, it allocates as much
asit can on each database device, with a minimum allocation of 256
logical pages per device. When alter database completes, it prints
messages telling you how much space it allocated; for example:

Extending database by 1536 pages on disk pubsdatal

Check all messages to make sure the requested amount of space was
added.

Thefollowing command adds 2MB to the space allocated for newpubs on
pubsdatal, 3MB on anew device, pubsdata2, and IMB for the log on
tranlog:

alter database newpubs
on pubsdatal = "2M", pubsdata2 =" 3M"
log on tranlog

Note Each time you issue the alter database command, dump the master
database.
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Use with override to create a device fragment containing log space on a
devicethat already contains dataor adatafragment on adevice aready in
use for the log. Use this option only when you have no other storage
options and when up-to-the-minute recoverability is not critical.

Use for load only after using create database for load to re-create the space
allocation of the database being loaded into the new database from a
dump. See Chapter 12, “Backing Up and Restoring User Databases,” for
adiscussion of duplicating space allocation when loading adump into a
new database.

Using the drop database command

Use drop database to remove a database from Adaptive Server, thus
deleting the database and all the objectsin it. This command:

*  Freesthe storage space allocated for the database

» Deletesreferencesto the database from the system tablesinthe master
database

Only the Database Owner can drop a database. You must bein the master
database to drop a database. You cannot drop a database that is open for
reading or writing by a user.
The syntax is:

drop database database_name [, database_namel]...
You can drop more than one database in a single statement; for example;

drop database newpubs, newdb

You must drop all databases from a database device before you can drop
the database deviceitself. Thecommandto drop adeviceissp_dropdevice.

After you drop adatabase, dump the master database to ensurerecovery in
case master is damaged.
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System tables that manage space allocation

To create a database on a database device and allocate a certain amount of
spacetoit, Adaptive Server first makes an entry for the new database in
sysdatabases. Then, it checks master..sysdevices to make sure that the
device names specified in create database actually exist and are database
devices. If you did not specify database devices, or used the default option,
Adaptive Server checks master..sysdevices and master..sysusages for free
space on all devicesthat can be used for default storage. It performs this
check in alphabetical order by device name.

The storage space from which Adaptive Server gathers the specified
amount of storage need not be contiguous. The database storage space can
even be drawn from more than one database device. A database istreated
asalogical unit, even if it is stored on more than one database device.

Each piece of storage for adatabase must be at least 1 alocation unit. The
first page of each allocation unit isthe allocation page. It does not contain
database rows like the other pages, but contains an array that shows how
the rest of the pages are used.

The sysusages table
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The database storage information islisted in master..sysusages. Each row
in master..sysusages represents a space allocation assighed to a database.
Thus, each database has one row in sysusages for each time create
database or alter database assigns afragment of disk spaceto it.

When you install Adaptive Server, sysusages contains rows for these
databases:

e  master, with adbid of 1

*  Thetemporary database, tempdb, with adbid of 2
*  model, with adbid of 3

»  sybsystemdb, with adbid of 31513

*  sybsystemprocs, with adbid of 31514

If you upgraded Adaptive Server from an earlier version, databases
sybsystemdb and sybsystemprocs may have different dbids.

If you installed auditing, the sybsecurity database is dbid 5.
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As new databases are created or current databases enlarged, new rows are
added to sysusages to represent new database allocations.

Here iswhat sysusages might look like on an Adaptive Server that
includes the five system databases and one user database. The user
databasewas created withthe 109 on option, and was extended once using
alter database. It has dbid 4:

select dbid, segmap, lstart, size, vdevno, vstart
from sysusages

order by 1

dbid segmap lstart size vdevno vstart

1 7 0 6656 0 4

2 7 0 2048 0 8196

3 7 0 1536 0 6660

4 3 0 5120 2 0

4 4 5120 2560 3 0

4 3 7680 5120 2 5120

31513 7 0 1536 0 10244

31514 7 0 63488 1 0
In this example, the Istart and size columns describe logical pages whose
size may vary from 2k to 16k bytes. The vstart column describes virtua
pages (whose sizeis always 2k bytes). These global variables show page
size information:
*  @@maxpagesize —logical page size
e (@@pagesize—virtual page size
The following matches the database 1D to its name, shows the number of
megabytes represented by the size column, showsthelogical device name
for each vdevno in thelist, and computes the total number of megabytes
allocated to each database. The example output shows only the result for
dbid 4, and the result has been reformatted:

select dbid, db name(dbid) as 'database name', lstart,

size / (power (2,20)/@emaxpagesize) as 'MB',
d.name
from sysusages u, sysdevices d
where u.vdevno = d.vdevno

and d.status & 2 = 2

order by 1

compute sum(size / (power (2,20)/@emaxpagesize)) by dbid

dbid database name lstart MB device name

4 test 0 10 datadev
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4 test 5120 5 logdev
4 test 7680 10 datadev

Compute Result:

The following describes the changes to the segmap valuesin the
sysusages table as you add segments. The server in the example initially
includes the default databases and a user database named testdb (a data-
only database), and alog on the testlog device, as shown in the following
output from the sysusages table:

select dbid, segmap from master..sysusages where dbid = 6
dbid segmap

If you add auser segment newseg to the test database and create table abcd
on newseg and again select the segment information from sysusages:

sp_addsegment newseg, testdb, datadev
create table abcd ( int cl ) on newseg

select dbid, segmap from sysusages
where dbid=6

dbid segmap
6 11
6 4

The segment mapping for the user database has changed from avalue of 3
to avalue of 11, which shows that segments mappings for user databases
are not permanent, but change when you reconfigure a database

Run sp_helpsegment to determine the status of the segments:

sp_helpsegment

segment name status
0 system 0
1 default 1
2 logsegment 0
3 newseg 0

The segment newseg is not part of the default pool.
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The segmap column

If you add another segment, newseg1, to the testdb database and select the
segment information from sysusages again, the segment mapping for
newseg has changed from 11 to 27:

sp_addsegment newsegl, testdb, datadev

select dbid, segmap from sysusages

dbid segmap
6 27
6 4

The master..sysusages segmap column is abit map of segment
assignments. segmap shows the storage that is permitted for the database
fragment it represents. You control the bit valuesin this mask using stored
procedures for segment management. The valid bit's numbersin the mask
come from syssegments in the local database. (Your “local” database is
the database you are currently using: either your default database from
login, or the database you most recently used with use database.)

Adaptive Server supplies three named segments:
e system, whichissegment O

e default, which is segment 1

e logsegment, which is segment 2

Usesp_addsegment to create additional segments. If you create segments
in the mode! database, these segments exist in all databases you
subsequently create. If you create them in any other database, they will
exist only for that database. Different segment namesin different
databases can have the same segment number. For example, newseg1 in
database testdb and mysegment in database mydb can both have segment
number 4.

See below for more information about the possible values for the segmap
column.

Thesegmap columnisabitmask linked to the segment columnin the user
database’s syssegments table. Since the logsegment in each user database
is segment 2, and these user databases have their logs on separate devices,
segmap contains 4 (22) for the devices named in the log on statement and
3 for the data segment that holds the system segment (20 = 1) + default
segment (21 =2).
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Some possible values for segments containing data or logs are:

Value Segment

3 Data only (system and default segments)
4 Log only

7 Dataand log

Values higher than 7 indicate user-defined segments. The segmap column
is explained more fully in the segments tutorial section in Chapter 8,
“Creating and Using Segments.”

The query below illustrates the connection between segmentsin
syssegments and segmap in master..sysusages. The query liststhe
segment mappings for the current database, showing that each segment
number in syssegments becomes a bit number in master..sysusages:

select dbid, lstart, segmap, name as 'segment name'
from syssegments s, master..sysusages u

where u.segmap & power (2,s.segment) != 0

and dbid = db_id()

order by 1,2

dbid lstart segmap segment name
4 0 3 system

4 0 3 default

4 5120 4 logsegment

4 7680 3 system

4 7680 3 default

This example shows that disk fragment for Istart value 0 and the fragment
for Istart value 7680 use segments system number 0 and default number 1,
while the fragment for Istart value 5120 uses segment logsegment number
2. This database was created using both the on and log on clauses of create
database, and was then extended once using the on clause of alter
database.

Because the sysusages segmap usesan int datatype, it can contain only 32
bits, so no database can hold more than 32 segments (numbered O - 31).
Because segmap is asigned quantity (that is, it can display both positive
and negative numbers), segment 31 is perceived as avery large negative
number, so the query above generates an arithmetic overflow when you
useit in a database that uses segment 31.
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The Istart, size, and vstart columns

e Istart column —the starting page number in the database of this
allocation unit. Each database starts at logical address 0. If additional
all ocations have been made for adatabase, asin the case of dbid 7, the
Istart column reflects this.

e size column—the number of contiguous pagesthat are assigned to the
same database. The ending logical address of this portion of the
database can be determined by adding the valuesin Istart and size.

« vstart column —the address where the piece assigned to this database
begins.

* vdevno —the device in which this database fragment resides.

Getting information about database storage

This section explains how to determine which database devices are
currently allocated to databases and how much space each database uses.

Database device names and options

To find the names of the database devices on which a particular database
resides, use sp_helpdb with the database name:

sp_helpdb pubs2
name db_size owner dbid created status
pubs2 20.0 MB sa 4 Apr 25, 2005 select
into/bulkcopy/pllsort, trunc log on chkpt, mixed log and data

device fragments size usage created free kbytes
master 10.0MB data and log Apr 13 2005 1792
pubs 2 dev 10.0MB data and log Apr 13 2005 9888
device segment

master default

master logsegment

master system
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pubs 2 dev default
pubs 2 dev logsegment
pubs_2 dev system
pubs_2 dev segl
pubs_2 dev seg2

sp_helpdb reports on the size and usage of the devices used by the named
database. The status column lists the database options. These options are
described in Chapter 8, “ Setting Database Options.”

If you are using the named database, sp_helpdb also reports on the
segments in the database and the devices named by the segments. See
Chapter 8, “ Creating and Using Segments,” for more information.

When you use sp_helpdb without arguments, it reports information about
all databases in Adaptive Server:

sp_helpdb
name db size owner dbid created status
master 48.0 MB sa 1 Apr 12, 2005 mixed log and data
model 8.0 MB sa 3 Apr 12, 2005 mixed log and data
pubs2 20.0 MB sa 6 Apr 12, 2005 select into/
bulkcopy/pllsort, trunc log on chkpt, mixed log and data
sybsystemdb 8.0 MB sa 5 Apr 12, 2005 mixed log and data
sybsystemprocs 112.0 MB sa 4 Apr 12, 2005 trunc log on chkpt,
mixed log and data
tempdb 8.0 MB sa 2 Apr 12, 2005 select into/

bulkcopy/pllsort, trunc log on chkpt, mixed log and data

Checking the amount of space used
sp_spaceused provides a summary of space use:
* Inthe database
» By atableand itsindexes and text/image storage

* By atable, with separate information on indexes and text/image
storage.

Checking space used in a database

To get asummary of the amount of storage space used by a database,
execute sp_spaceused in the database:
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sp_spaceused

database name database size
pubs2 2.0 MB

reserved data index size unused
1720 KB 536 KB 344 KB 840 KB

Table 6-2 describes the columns in the report.

Table 6-2: Columns in sp_spaceused output

Column Description
database_name The name of the database being examined.
database_size  The amount of space allocated to the database by create database or alter database.

reserved The amount of space that has been allocated to al the tables and indexes created in the
database. (Spaceisallocated to database objectsinside adatabasein increments of 1 extent,
or 8 pages, at atime.)

data, index_size  The amount of space used by data and indexes.
unused The amount of space that has been reserved but not yet used by existing tables and indexes.

The sum of the valuesin the unused, index_size, and data columns should
equal the figurein the reserved column. Subtract reserved from
database_size to get the amount of unreserved space. This spaceis
available for new or existing objects that grow beyond the space that has
been reserved for them.

By running sp_spaceused regularly, you can monitor the amount of
database space available. For example, if the reserved valueis closeto the
database_size value, you are running out of space for new objects. If the
unused valueisalso small, you are running out of spacefor additional data
aswell.

Checking summary information for a table
You can also use sp_spaceused with atable name as its parameter:

sp_spaceused titles
name rowtotal reserved data index size unused
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The rowtotal column may be different than the results of running select
count(*) on the table. Thisis because sp_spaceused computes the value
with the built-in function rowent. That function uses values that are stored
in the allocation pages. These values are not updated regularly, however,
so they can be very different for tables with alot of activity. update
statistics, dbcc checktable, and dbcc checkdb update the rows-per-page
estimate, so rowtotal is most accurate after you have run one of these
commands has been run.

Runsp_spaceused regularly on syslogs, sincethe transaction log can grow
rapidly if there are frequent database modifications. Thisis particularly a
problem if the transaction log is not on a separate device—in which case,
it competes with the rest of the database for space.

Checking information for a table and its indexes
To see information on the space used by individual indexes, enter:

sp_spaceused titles, 1

index_name size reserved unused

cicleidind 2 2 e
titleind 2 KB 16 KB 14 KB

name rowtotal reserved data index size unused
cicles 18 46 KB  6KB  4KE 36 KB

Space taken up by the text/image page storage is reported separately from
the space used by the table. The object name for text/image storageis
always“t” plusthe table name:

sp_spaceused blurbs,1

index name size reserved unused

blurbs oxs ek 12K

tblurbs 14 KB 16 KB 2 KB

name rowtotal reserved data index size unused
blurbs s 0K 2k 14k 14 K@
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Querying system table for space usage information

You may want to write some of your own queries for additional
information about physical storage. For example, to determine the total
number of 2K blocks of storage space that exist on Adaptive Server, you
can query sysdevices:

select sum(convert (numeric(20,0), high - low + 1))
from sysdevices
where status & 2 = 2

230224

Inthisexample, the 2 inthestatus columnindicatesaphysical device. high
isthe highest valid 2k block on the device, so you must add 1 to get the
true count from the subtraction and convert counts to numeric(20,0) to
avoid overflow from integer addition in the sum.
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The mount and unmount commands allow you to transport databases from

a source Adaptive Server to a destination Adaptive Server.

Topic Page
Overview 163
Manifest file 164
Considerations 165
Device verification 168
Commands 168

Overview

The key benefits of the mount and unmount commands are:

1 Thecopy operation provided by the quiesce and mount commands

enables you to package proprietary databases more easily; for
example, datafilesinstead of SQL scripts. The associated actions
necessary for running these SQL scripts, such as device and database
setup, are eliminated.

The quiesce database extension for mount allows you to copy
databases without a shutdown of the Adaptive Server. The primary
Adaptive Server is the source, and the secondary Adaptive Server is
the destination. quiesce database also allows a single secondary
Adaption Server to act as standby for databases from multiple
primaries, since databases from multiple sources can be copied to a
single destination.

The mount and unmount commands support two operations:

Copying a database — When you copy a database you must use a
command outside of Adaptive Server, such as UNIX dd or ftp, to
create a byte-for-byte copy of all pagesin a set of one or more
databases
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Manifest file

164

* Moving adatabase — When you move a set of databases from a source
Adaptive Server to adestination Adaptive Server, you are physically
moving the underlying devices.

With the mount and unmount commands:

1 Remove adatabase using unmount, which removes a database and its
devices from aserver. A manifest fileis created for the database that you
are unmounting at alocation you specify in the command clauses. The
manifest file contains information pertinent to the database at the source
Adaptive Server, such as database devices, server information, and
database information. For more information see “Manifest file” on page
164.

2 Copy or move the database onto the destination Adaptive Server, then use
mount to add the devices, attributes, and so on for the database.

3 Usedatabase online to bring the database up on the destination Adaptive
Server without restarting the server.

Warning! For every login that is allowed access to a database on the original
Adaptive Server, a corresponding login for the same suid must exist at the
destination Adaptive Server.

For permissions to remain unchanged, the login maps at the destination
Adaptive Server must be identical to those on the source Adaptive Server.

The manifest fileis abinary file that contains information pertinent to the
database, such as database devices, server information, and database
information. Both the source and destination Adaptive Servers must use the
same version of the manifest file. The manifest file can be created only if the
set of databases that occupy those devices areisolated and self-contained. The
manifest file contains:

»  Source server information that is server-specific or common to all the
databases, such as the version of the source Adaptive Server, any upgrade
version, page size, character set, sort order, and the date the manifest file
was created.
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e Deviceinformation that is derived from the sysdevices catalog. The
manifest file containstheinformation onthefirst and last virtual pages, the
status, and the logical and the physical names of the devicesinvolved.

e Database information that is derived from the sysdatabases catalog. The
manifest file contains information on the database name, dbid, login name
of the database administrator (dba), suid of the owner, pointer to the
transaction log, creation date, status bits from the statusfieldsin
sysdatabases, date of the last dump tran, and the diskmap entries of the
databases involved.

Warning! The manifest fileisabinary file, so operations that perform
character trandations of the file contents (such asftp) corrupt the file, unless
performed in binary mode.

Considerations

There are several things you should consider in using the mount and unmount
commands.

Device allocation

Moving or copying are database-level operations that require activity external
to Adaptive Server. To move or copy devices and databases, be sure that they
are set up on the source Adaptive Server in units supporting a physical
transportation.

For example, if any deviceisused by more than one database, then all of those
databases must be transported in one operation.

Moving a database

Moving a set of one or more databases means physically moving the
underlying devices. unmount the databases at the source, create the manifest
file, and move the devices to the destination Adaptive Server.
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Copying a database

At the destination Adaptive Server, mount the database using the manifest file.
To activate the database, use the online database command. You need not
reboot the destination server.

Use caution during theinitial configuration of the source Adaptive Server. The
Adaptive Server cannot know if adeviceis transportable as a unit. Make sure
that the underlying disk that isto be disconnected does not cause adatabase that
is not being moved to lose some of its storage. Adaptive Server cannot identify
whether adriveis partitioned on a single physical disk; you must move the
databases together in one unit.

Warning! mount and unmount allow you to identify more than one database
for amove operation. However, if adeviceisused for more than one database,
then all of the databases must be moved in one operation. You specify the set
of databases being transported. The devices used by these databases cannot be
shared with any extraneous database besides the ones specified in the
command.

Copying is duplicating a set of databases from the source to a destination by
physically copying the underlying devices. In this case, you are copying a set
of databases from a source Adaptive Server to a destination Adaptive Server.

The quiesce database for an external dump includes the extension for creating
the manifest file. Then use a utility or command external to Adaptive Server,
(tar, zip or the UNIX dd command) to move or copy the database to the
destination Adaptive Server. The data dump and the manifest file are then
moved to the destination Adaptive Server. Datais extracted and placed on
devices at the destination Adaptive Server by the tar, unzip, or dd command.

If adeviceisused for more than one database, all of the databases on that
device must be moved in one operation.

Performance considerations

166

e Database IDsfor the transported databases must be the same on the
destination Adaptive Server; otherwise, mount displays a message asking
you to run dbcc checkalloc on the database.

You must run checkalloc to fix up the database ID if the database is not
being mounted for temporary usage.

Adaptive Server Entreprise



CHAPTER 7 Database Mount and Unmount

System restrictions

If the dbid is changed, all stored procedures are marked for recompiling in
the database. This increases the time taken to recover the database at the
destination, and delays the first execution of the procedure.

You cannot unmount system databases. However, you can unmount
sybsystemprocs.

You cannot unmount proxy databases or user-created temporary
databases.

You cannot use the mount and unmount commands in a transaction.
You cannot mount a database on a server configured for high availability.

A mount or unmount command limits the number of databasesto eight in
a single command.

Configuration restrictions

When executing the mount command at the destination Adaptive Server, use
theserules:

The page sizein the destination Adaptive Server must be equal to the page
sizein the source Adaptive Server.

There must be enough devices configured at the destination Adaptive
Server to successfully add all the devices belonging to the mounted
databases.

You cannot have databases and devices with the same names on the
destination Adaptive Server as those being mounted from the source
Adaptive Server.

The destination Adaptive Server and the source Adaptive Server must use
the same version as the manifest file.

The platforms of the source and destination Adaptive Servers must be the
same.

Differencesin the sort order or character set areresolved by rulesfollowed
by load database. A databasewith adifferent character set can be mounted
only if the sort order is binary.
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Logical restrictions

You cannot mount a subset of atransported set of databases at the destination
Adaptive Server; all databases and their devices in the manifest file must be
mounted together.

A set of databases copied to a destination Adaptive Server cannot contain any
references to databases outside of the set.

Device verification

Commands

168

The destination Adaptive Server verifies the set of devices provided in the
manifest file by scanning the device allocation boundaries for each database.
The scan ensures that the devices being mounted correspond to the all ocations
described inthe manifest file and verifiesthe dbid in the all ocation page against
that inthe manifest filefor thefirst and last all ocation pages for each sysusages
entry.

If agtricter device inspection is necessary, you can use the with verify in the
mount command, which verifies the dbid for all allocation pagesin the
databases.

You must exercise extreme care so as not to mix up copies of the devices.

For example, if you make a database copy made up of copies for disks dski,
dsk2 and dsk3 and in August, you try to mount dsk1 and dsk2 copies from a
copy of the database made in March, and dsk3 from a copy made in June, the
allocation page check passes even if with verify isused in the mount command.
The database recovery fails since the information is not valid for the version
being used.

However, recovery may not fail if dsk3 is not accessed, which means that the
database comes online, but the data could be corrupt.

This section explains how the mount and unmount commands are used. The
quiesce database command includes a clause that facilitates the mount and
unmount commands.
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Unmounting a database

Figure 7-1: unmount command
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Note unmount allows you to identify more than one database for a move
operation. However, if adeviceis used for more than one database, then all of
the databases must be moved in one operation. You specify the set of databases
being transported. The devices used by these databases cannot be shared with
any extraneous database besides the ones specified in the command.

When you unmount a database, you remove the database and its devices from
an Adaptive Server. The unmount command shuts down the database. All tasks
using the database are terminated. The database and its pages are not altered
and remain on the operating system devices.

The unmount command limits the number of databases that can be moved in a
single command to eight.

The unmount command:

»  Shuts down the database,

«  Drops the database from the Adaptive Server,

e Deactivates and drops devices,

e Usesthe manifest_ file extension to create the manifest file.

Once the unmount command completes, you can disconnect and move the
devices at the source Adaptive Server if necessary.

unmount database <dbname list> to <manifest file> [with
{override, [waitfor=<delay time]} ]
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For example:

1> unmount database pubs2 to
"/work2/Devices/Mpubs2 file"
2> go

If you now try to use the pubs2 database, you see this error:

Attempt to locate entry in sysdatabases for database
'pubs2' by name failed - no entry found under that name.
Make sure that name is entered properly.

Note When thereferencing databaseisdropped by the unmount command with
an override, you cannot drop thereferential constraints (dependencies) or table.

ase
Figure 7-2: mount command
mszeSt Adaptive
Server
mount
- e
w
devices
DB-A DB-b
and devices devices

Use the mount command to attach the database to the destination or secondary
Adaptive Server. The mount command decodes theinformation in the manifest
fileand makesthe set of databasesavailable online. All the required supporting
activities are executed, including adding database devices, if necessary, and
activating them, creating the catalog entries for the new databases, recovering
them, and putting them online.
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The mount command limits the number of databases to eight in asingle
command.

Note mount allows you to identify more than one database for a move
operation. However, if adeviceis used for more than one database, then all of
the databases must be moved in one operation. You specify the set of databases
being transported. The devices used by these databases cannot be shared with
any extraneous database besides the ones specified in the command.

You can use the mount command in different ways:
*  When you are ready, use the mount command at the destination Adaptive
Server:

mount database all from <manifest_file> [with {verify, listonly}] [using
device_specifications]

device_specifications ::=
"physicalname”[="device_name”][,"physicalname”[‘device_name]]

For example:
1> mount database all from "/data/sybase2/mfilel"
using "/data/sybasel/d0.dbs" = "ldevl"
2> go

The databases and their devices appear at the destination Adaptive Server,
marked as in-mount. The system is populated with updates to system
catalogs and appropriate information on the databases, but the databases
themselves are unrecovered. They do, however, survive a system crash.

The destination Adaptive Server then recoversthe databasesone at atime.
The databases are |eft offline after recovery.

If arecovery failson adatabase, it affectsonly that database. Therecovery
continues for the other databases.

Use the command database online to bring the databases online.
You need not restart the destination server.

*  Using the mount command with listonly displays the path namesin the
manifest file from the source Adaptive Server without mounting the
database.

Before mounting the databases, use the listonly parameter to list the device
path names at the destination Adaptive Server. Then use the mount
command to actually mount the databases.
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mount database all from <manifest_file> with listonly

Asan example:

1> mount database all from "/data/sybase2/mfilel"
with listonly

2> go

/data/sybasel/d0.dbs = ldevl

Once you have the path names, you can verify or modify them to meet
your criteria at the destination Adaptive Server.

Renaming devices

The manifest file contains the device paths as known to the source Adaptive
Server that created the manifest file. If the destination Adaptive Server
accesses the devices with adifferent path, you can specify the new path to the
mount command.

1 Usemount with listonly to display the old path:

1> mount database all from "/data/sybase2/mfilel"
with listonly

2> go

"/data/sybasel/d0.dbs" = "ldevl"

2 If the new path for the device " /data/sybase1l/do.dbs" iS
"/sybase/devices/do.dbs", specify the new device in the mount
command:

mount database all from "/data/sybase2/mfilel" using
"/sybase/devices/d0.dbs" = "ldevl""

Destination changes

Once databases are mounted on the destination Adaptive Server, certain
settings are cleared on the mounted database:

* Replication isturned off.
» Audit settings are cleared and turned off.
» CISoptions, default remote location, and type are cleared.

»  Cachebindings are dropped for both the mounted databases and their
objects.
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« Recovery order is dropped for the mounted databases and becomes the
default dbid order.

guiesce database extension

To duplicate or copy databases, use quiesce database with the extension for
creating the manifest file. quiesce database affects the quiesce hold by
blocking writes in the database, and then creates the manifest file. The
command then returns control of the database to the user.

You can how use a utility to copy the database to another Adaptive Server.
These rulesfor quiesce database hold must be followed for the copy operation:

*  The copy operation cannot begin until the quiesce database hold process

has compl eted.
« Every devicefor every databaseinthe quiesce database command must be
copied.
*  The copy process must complete before you invoke quiesce database
release.
Syntax quiesce database tag_name hold dbname_list [for external dump]

[to manifest_file [with override]]
Parameters Where:

e tag name—isauser-defined name that designates the list of databasesto
hold or release. tag_name must conform to the rules for identifiers.

e dbname list —thelist of the databases included in the quiesce database
hold command.

e for external dump — specifies that while updates to the databases in the list
are suspended, you physically copy all affected database devices, using
some facility external to Adaptive Server. The copy operation servesas a
replacement for the combination of dump database and load database.

« manifest_file—isthe binary file that describes the databases included in
the command. It can be created only if those databases are isolated and
self-contained on their devices.

Examples

Example 1 Place the database in ahold status and build the manifest file using the quiesce
command:
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quiesce database pubs2 tag hold pubs2 for external dump
to "/work2/Devices/Mpubs file" with override

Once the command completes, control returnsto the user.
Example 2 Copy the database devices.

If you do not know which devices are to be copied, usethe mount database with
listonly to list all the devices to be copied.

1> mount database all from "/data/sybase2/mfilel" with
listonly
2> go

"/data/sybasel/d0.dbs" = "ldevl"

You cannot create a manifest fileif the set of databases that are quiesced
contain references to databases outside of the set. You may use with override
option to bypass this restriction.

quiesce database pubs2 tag release for external dump to
Mpubs file

174 Adaptive Server Entreprise



CHAPTER 8 Creating and Using Segments

This chapter introduces the system procedures and commands for using
segments in databases.

Topic Page
What is a segment? 175
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Dropping segments 190
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Segments and system tables 194
A segment tutorial 195

See also Chapter 6, “ Controlling Physical Data Placement,” in the
Performance and Tuning Guide: Basics for information about how
segments can improve system performance.

What is a segment?

A segment isalabel that pointsto one or more database devices. Segment
names are used in create table and create index commands to place tables
or indexes on specific database devices. Using segments can improve
Adaptive Server performance and give the System Administrator or
Database Owner increased control over the placement, size, and space
usage of database objects.
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You create segments within a database to describe the database devices
that are allocated to the database. Each Adaptive Server database can
contain up to 32 segments, including the system-defined segments (see
“System-defined segments” on page 176). Before assigning segment
names, you must initialize the database devices with disk init and then
make them availableto the database with create database or alter database.

System-defined segments

When you first create a database, Adaptive Server creates three segments
in the database, as described in Table 8-1.

Table 8-1: System-defined segments
Segment Function

system Stores the database's system tables
logsegment  Stores the database's transaction log
default Stores all other database objects—unless you create additional

segments and store tables or indexes on the new segments by
using create table...on segment_name or create index...on
segment_name

If you create a database on a single database device, the system, default,
and logsegment segments label the same device. If you use the log on
clause to place the transaction log on a separate device, the segments
resembl e those shown in Figure 8-1.

Figure 8-1: System-defined segments
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Although you can add and drop user-defined segments, you cannot drop
the default, system, or log segments from a database. A database must
have at |east one default, system-defined, and log segment.
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Commands and procedures for managing segments

Table 8-2 summarizesthe commands and system proceduresfor managing
segments.

Table 8-2: Commands and procedures for managing segments
Command or procedure Function

sp_addsegment Defines a segment in a database.

create table and create index  Creates a database object on a segment.

sp_dropsegment Removes a segment from a database or removes a single device from the scope of a
segment.

sp_extendsegment Adds devicesto an existing segment.

sp_placeobject Assigns future space alocations for atable or an index partition to a specific
segment.

sp_helpsegment Displays the segment allocation for a database or data on a particular segment.

sp_helpdb Displays the segments on each database device. See Chapter 6, “Creating and
Managing User Databases,” for examples.

sp_help Displays information about atable, including the segment where the table resides.

sp_helpindex Displays information about a table's indexes, including the segments where the
indexes reside.

Why use segments?

When you add anew device to adatabase, Adaptive Server placesthe new
devicein adefault pool of space (the database's default and system
segments). This increases the total space available to the database, but it
does not determine which objects will occupy that new space. Any table
or index might grow to fill the entire pool of space, leaving critical tables
with no room for expansion. It is also possible for several heavily used
tables and indexes to be placed on asingle physical devicein the default
pool of space, resulting in poor 1/0 performance.

When you create an object on asegment, the object can useall the database
devicesthat areavailablein the segment, but no other devices. You can use
segments to control the space that is available to individual objects.

Thefollowing sections describe how to use segmentsto control disk space
usage and toimprove performance. “ M oving atableto another device” on
page 180 explains how to move a table from one device to another using
segments and clustered indexes.
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Controlling space usage

If you assign noncritical objects to a segment, those objects cannot grow
beyond the space available in the segment’s devices. Conversely, if you
assign acritical table to a segment, and the segment’s devices are not
available to other segments, no other objects will compete with that table
for space.

When the devices in a segment become full, you can extend the segment
to include additional devices or device fragments as needed. Segments
also alow you to use threshol ds to warn you when space becomes low on
aparticular database segment.

If you create additional segments for data, you can create new threshold
proceduresfor each segment. See Chapter 15, “Managing Free Space with
Thresholds,” for more information.

Improving performance

In alarge, multidatabase or multidrive Adaptive Server environment, you
can enhance system performance by paying careful attention to the
allocation of space to databases and the placement of database objects on
physical devices. Ideally, each database has exclusive use of database
devices, that is, it does not share a physical disk with another database. In
most cases, you can improve performance by placing heavily used
database objects on dedicated physical disks or by “splitting” large tables
across severa physical disks.

The following sections describe these ways to improve performance. The
Performance and Tuning Guide: Basics also offers more information
about how segments can improve performance.

Separating tables, indexes, and logs

178

Generally, placing atable on one physical device, its nonclustered indexes
on a second physical device, and the transaction log on athird physical
device can speed performance. Using separate physical devices (disk
controllers) reduces the time required to read or write to the disk. If you
cannot devote entire devices in thisway, at least restrict all nonclustered
indexes to a dedicated physical device.
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Thelog on extension to create database (Or sp_logdevice) placesthe
transaction log on a separate physical disk. Use segmentsto place tables
and indexes on specific physical devices. See“ Assigning database objects
to segments’ on page 183 for information about placing tables and
indexes on segments.

Splitting tables

You can split alarge, heavily used table across devices on separate disk
controllers to improve the overall read performance of atable. When a
large table exists on multiple devices, it is more likely that small,
simultaneous reads will take place on different disks. Figure 8-2 shows a
table that is split across the two devicesin its segment.

Figure 8-2: Partitioning a table across physical devices
Disk1 Disk2
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You can split atable across devices using one of three different methods,
each of which requires the use of segments:

e Usetable partitioning.
« If thetable has a clustered index, use partial loading.

« If thetable contains text or image datatypes, separate the text chain
from other data.

Partitioning tables

Partitioning a table creates multiple page chains for the table and
distributes those page chains over all the devices in the table's segment
(see Figure 8-2). Partitioning a table increases both insert and read
performance, since multiple page chains are available for insertions.
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Partial loading

Before you can partition atable, you must create the table on a segment
that containsthe desired number of devices. The remainder of this chapter
describes how to create and modify segments. See Chapter 6, “ Controlling
Physical Data Placement,” in the Performance and Tuning Guide: Basics
for information about partitioning tables using alter table.

To split atable with a clustered index, use sp_placeobject with multiple
load commandsto load different parts of the table onto different segments.
Thismethod can be difficult to execute and maintain, but it providesaway
to split tables and their clustered indexes across physical devices. See
“Placing existing objects on segments” on page 186 for more information
and syntax.

Separating text and image columns

Adaptive Server stores the data for text and image columns on a separate
chain of data pages. By default, thistext chainis placed on the same
segment as the table's other data. Since reading atext column requires a
read operation for the text pointer in the base table and an additional read
operation on the text page in the separate text chain, placing the text chain
and base table data on a separate physical device can improve
performance. See “ Placing text pages on a separate device” on page 189
for more information and syntax.

Moving a table to another device

You can also use segments to move a table from one device to another
using the create clustered index command. Clustered indexes, where the
bottom or |leaf level of the index contains the actual data, are on the same
segment as the table. Therefore, you can completely move a table by
dropping its clustered index (if one exists), and creating or re-creating a
clustered index on the desired segment. See “ Creating clustered indexes
on segments”’ on page 190 for more information and syntax.

Creating segments
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To create a segment in a database:
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e Initialize the physical device with disk init.

«  Make the database device available to the database by using the on
clause to create database or alter database. This automatically adds
the new device to the database's default and system segments.

Oncethe database device exists and is avail able to the database, define the
segment in the database with sp_addsegment. The syntax is:

sp_addsegment segname, dbname, devname
where;

e segname isany valid identifier. Give segments names that identify
what they are used for, and use extensions like“_seg.”

« dbname isthe name of the database where the segment will be
created.

¢ devname isthe name of the database device—the name used in disk
init and the create and alter database statements.

This statement creates the segment seg_mydiskl on the database device
mydisk1:

sp_addsegment seg mydiskl, mydata, mydiskl

Changing the scope of segments

When you use segments, you also need to manage their scope—the
number of database devices to which each segment points. You can:

«  Extend the scope of a segment by making it point to an additional
device or devices, or

*  Reduce the scope of a segment by making it point to fewer devices.

Extending the scope of segments

You may need to extend a segment if the database object or objects
assigned to the segment run out of space. sp_extendsegment extends the
size of a segment by including additional database devices as part of an
existing segment. The syntax is:

sp_extendsegment segname, dbname, devname
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Before you can extend a segment:

*  The database device must be listed in sysdevices,

*  Thedatabase device must be available in the desired database, and
e The segment name must exist in the current database.

Thefollowing example adds the database device pubs_dev2 to an existing
segment named bigseg:

sp_extendsegment bigseg, pubs2, pubs dev2

To extend the default segment in your database, you must place the word
“default” in quotes:

sp_extendsegment "default”, mydata, newdevice

Automatically extending the scope of a segment

If you use alter database to add space on a database device that is new to
the database, the system and default segments are extended to include the
new space. Thus, the scope of the system and default segmentsis extended
each time you add a new device to the database.

If you use alter database to assign additional space on an existing database
device, all the segments mapped to the existing device are extended to
includethe new devicefragment. For example, assumethat you initialized
a4MB device named newdev, allocated 2M B of the deviceto mydata, and
assigned the 2MB to the testseg segment:

alter database mydata on newdev = "2M"
sp_addsegment testseg, mydata, newdev

If you alter mydata later to use the remaining space on newdev, the
remaining space fragment is automatically mapped to thetestseg segment:

alter database mydata on newdev = "2M"

See “A segment tutorial” on page 195 for more examples about how
Adaptive Server assigns new device fragments to segments.

182 Adaptive Server Entreprise



CHAPTER 8 Creating and Using Segments

Reducing the scope of a segment

You may need to reduce the scope of a segment if it includes database
devicesthat you want to reserve exclusively for other segments. For
example, if you add a new database device that is to be used exclusively
for one table, reduce the scope of the default and system segments so that
they no longer point to the new device.

Use sp_dropsegment to drop a single database device from a segment,
reducing the segment’s scope:

sp_dropsegment segname, dbname, device

With three arguments, sp_dropsegment drops only the given device from
the scope of devices spanned by the segment. You can also use
sp_dropsegment to remove an entire segment from the database, as
described under “ Dropping segments” on page 190.

The following example removes the database device pubs_dev2 from the
scope of bigseg:

sp_dropsegment bigseg, pubs2, pubs dev2

Assigning database objects to segments

This section explains how to assign new or existing database objects to
user-defined segments to:

« Restrict new objects to one or more database devices

e Placeatable and itsindex on separate devices to improve
performance

e Split an existing object over multiple database devices

Creating new objects on segments

To place anew object on asegment, first create the new segment. You may
also want to change the scope of this segment (or other segments) so that
it points only to the desired database devices. When you add a new
database device to adatabase, it is automatically added to the scope of the
default and system segments.
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Example: creating a table
and index on separate
segments
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After you have defined the segment in the current database, use create
table or create index with the optional on segment_name clause to create
the object on the segment. The syntax is:

create table table_name (col_name datatype ...)
[on segment_name]

create [ clustered | nonclustered ] index index_name
on table_name(col_name)
[on segment_name]

Note Clustered indexes, where the bottom leaf, or leaf level, of the index
containsthe actual data, are by definition on the same segment asthetable.
See “ Creating clustered indexes on segments’ on page 190.

Figure 8-3 summarizes the sequence of Transact-SQL commands used to
create tables and indexes on specific physical disks on a server using 2K
logical page size.
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Figure 8-3: Creating objects on specific devices using segments

Physical devices

Select physical devicesto be - -
used by Adaptive Server. l I l I

Start in master database.—>@ use master

Map Adaptive Server @ disk init disk init
database device nameto > name = "mydisk1", name = "mydisk2",
physical device with physname ="/dev/rxyla", physname ="/dev/rxy2a",
disk init. vdevno =7, vdevno = 8,

size = 2048 size = 1024

Add thedevices mydiskl > @ alter database mydata

and mydisk2 to mydata. on mydiskl =4,

mydisk2 =2
Change to mydata _>@ use mydata
database.

Map segment namesto > @ sp_addsegment seg_mydiskl, mydata, mydiskl
database device names. sp_addsegment seg_mydisk2, mydata, mydisk2

Drop devices from the > @ sp_dropsegment "default", mydata, mydiskl

scope of systemand sp_dropsegment system, mydata, mydisk1l

default. sp_dropsegment "default", mydata, mydisk2
sp_dropsegment system, mydata, mydisk2

Create table on one @ create table authors (au_id...) on seg_mydisk1
segment, and create its create nonclustered index au_index on authors
index on the other (au_id) on seg_mydisk2

segment.

Start by using the master database.
Initialize the physical disks.
Allocate the new database devices to a database.

Change to the mydata database using the use database command.

g »h W N P

Create two new segments, each of which points to one of the new
devices.
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6 Reduce the scope of the default and system segments so that they do
not point to the new devices.

7 Create the objects, giving the new segment names.

Placing existing objects on segments

Example: splitting a table
and its clustered index
across physical devices
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sp_placeobject does not remove an object from its allocated segment.
However, it causesall further disk allocation for that object to occur onthe
new segment it specifies. The syntax is:

sp_placeobject segname, objname

The following command causes all further disk allocation for the mytab
table to take place on bigseg:

sp_placeobject bigseg, mytab

sp_placeobject does not move an object from one database device to
another. Whatever pages have been allocated on the first device remain
allocated; whatever data was written to the first device remains on the
device. sp_placeobject affects only future space allocations.

Note To completely moveatable, you can dropitsclustered index (if one
exists), and create or re-create a clustered index on the desired segment.
To completely move a nonclustered index, drop the index and re-create it
on the new segment. See “ Creating clustered indexes on segments’ on
page 190 for instructions on moving atable.

After you have used sp_placeobject, executing dbcc checkalloc causes the
following message to appear for each object that is split across segments:

Extent not within segment: Object object name, indid
index id includes extents on allocation page
page number which is not in segment segment name.

You can ignore this message.

Performance can be improved for high-volume, multiuser applications
when large tables are split across segments that are located on separate
disk controllers.

The order of stepsis quite important at certain stages. In particular, you
must create the clustered index before you place the table on the second
segment.
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Figure 8-4 summarizesthe process of splitting atable acrosstwo segments
onaserver using a 2K logical page size:
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Figure 8-4: Splitting a large table across two segments
Physical devices

Select physical devicesto

be used by Adaptive Server. - -

Start in master database._>® use master

Map Adaptive Server > disk init disk init
database device nameto name = "mydisk1", name = "mydisk2",
physical devicewith disk physname ="/dev/rxyla", physname ="/dev/rxy2e",
init. vdevno =7, vdevno =8,

size = 2048 size = 2048

Add the devices mydiskl > alter database mydata
and mydisk2 to mydata. @ on mydiskl = 4, mydisk2 =4

Change to mydata - @ use mydata

database.

Add a segment on @ sp_addsegment seg_mydiskl, mydata, mydiskl
mydisk1 and another on sp_addsegment seg_mydisk2, mydata, mydisk2
mydisk2. Create athird sp_addsegment seg_bothdisks, mydata, mydisk1
segment, and extend it to sp_extendsegment seg_bothdisks, mydata, mydisk2
span both disks.

Drop devices from the ) @ sp_dropsegment "default”, mydata, mydisk1l

scope of systemand sp_dropsegment system, mydata, mydiskl

default. sp_dropsegment "default”, mydata, mydisk2
sp_dropsegment system, mydata, mydisk2

Create the table and : @ create table authors (au_id & so on) on seg_mydisk1l
clustered index on the create clustered index au_ind on authors (au_id)
segment. on seg_mydiskl

Load half of the rows. _» [use bcp to load half of the rows]

Place the object on the > sp_placeobject segmydisk2, authors
second segment. @ -

Load the rest of the rows._> [use bcp to load the rest of the rows]

Place the table on the — sp_placeobject seg bothdisks, authors
segment that spans both @ PP : 9-

disks.
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Begin by using the master database.
Initialize the devices with disk init.

Assign both devices to the mydata database with alter database.

A W N P

Change to the mydata database by entering the use database
command.

5 Create three segments. The first two should each point to one of the
new devices. Extend the scope of the third segment so that it labels
both devices.

Drop the system and default segments from both devices.
Create the table and its clustered index on the first segment.
Load half of the table's data onto the first segment.

© 00 N O

Use sp_placeobject to cause al further allocations of disk space to
occur on the second segment.

10 Load the remaining data onto the second segment.

11 Usesp_placeobject again to place the table on the segment that spans
both devices.

Thebal ance of disk allocation may change over timeif thetableisupdated
frequently. To guarantee that the speed advantages are maintained, you
may need to drop and re-create the table at some point.

Placing text pages on a separate device

When you create a table with text or image columns, the datais stored on
a separate chain of text pages. A table with text or image columns has an
additional entry in sysindexes for the text chain, with the name column set
to the name of the table preceded by the letter “t” and an indid of 255. You
can use sp_placeobject to store the text chain on a separate device, giving
both the table name and the name of the text chain from sysindexes:
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sp_placeobject textseg, "mytab.tmytab"

Note By default, achain of text pagesis placed on the same segment as
its table. After you execute sp_placeobject, pages that were previously
written on the old device remain allocated, but al new allocations take
place on the new segment.

If you want the text pages to be on a particular segment, first create the
table on that segment (allocating the initial extent on that segment), then
create a clustered index on the table to move the rest of the datato the
segment.

Creating clustered indexes on segments

Thebottom, or leaf level, of aclustered index containsthe data. Therefore,
atable and its clustered index are on the same segment. If you create a
table on one segment and its clustered index on a different segment, the
table migrates to the segment where you created the clustered index. This
provides a quick and easy way to move atable to other devicesin your
database.

The syntax for creating a clustered index on a segment is:

create [unique] clustered index index_name
on [[database.]owner.]table_name (column_name
[, column_name]...)
[with {fillfactor = x, ignore_dup_key, sorted_data,
[ignore_dup_row | allow_dup_row]}]
on segment_name

See“ Segments and clustered indexes’ on page 199 for an example of this
command.

Dropping segments
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Whenyou usesp_dropsegment with only asegment name and the database
name, the named segment is dropped from the database. However, you
cannot drop a segment as long as database objects are still assigned to it.
You must assign the objects to another segments or drop the objects first
and then drop the segment.
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The syntax for dropping a segment is:
sp_dropsegment segname, dbname

You cannot completely drop the default, system, or log segment from a
database. A database must have at least one default, system, and log
segment. You can, however, reduce the scope of these segments—see
“Reducing the scope of a segment” on page 183.

Note Dropping a segment removes its name from the list of segmentsin
the database, but it does not remove database devices from the alocation
for that database, nor does it remove objects from devices.

If you drop all segmentsfrom a database device, the spaceis till allocated
to the database but cannot be used for database objects. dbcc checkcatalog
reports “Missing segment in Sysusages segmap.” To make a device
available to a database, use sp_extendsegment to map the device to the
database’s default segment:

sp_extendsegment "default", dbname, devname

Getting information about segments

These system procedures provide information about segments:

e sp_helpsegment — lists the segmentsin a database or displays
information about a particular segment in the database.

e sp_helpdb — displays information about the relationship between
devices and segments in a database.

e sp_help and sp_helpindex — display information about tables and
indexes, including the segment to which the object is assigned.

sp_helpsegment

sp_helpsegment, when used without an argument, displays information
about all of the segments in the database where you execute it:

sp_helpsegment
segment name status
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system
default
logsegment
segl

seg2

B W N R O
O O O+ o

For information about a particular segment, specify the segment name as
an argument. Use quotes when requesting information about the default
segment:

sp_helpsegment "default"
The following example displays information about seg1:

sp_helpsegment segl

segment name status
""" fseqt o0
device size free pages
wser_datalo s 6440
user datall 15.0MB 6440
user datal2 15.0MB 6440
table name index name indid
custoner customer 0
total size total pages free pages wused pages
soms 23010 18320 3720

sp_helpdb

When you execute sp_helpdb within a database, and give that database’'s
name, you see information about the segments in the database.

For example:
sp_helpdb pubs2
name db_size owner dbid created status
pubs2 20.0 MB sa 4 Apr 25, 2005 select

into/bulkcopy/pllsort, trunc log on chkpt, mixed log and data
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device fragments size usage created free kbytes
master 10.0MB data and log Apr 13 2005 1792
pubs 2 dev 10.0MB data and log Apr 13 2005 9888
device segment

master default

master logsegment

master system

pubs 2 dev default

pubs 2 dev logsegment

pubs 2 dev system

pubs_2 dev segl

pubs_2 dev seg2

sp_help and sp_helpindex

When you execute sp_help and sp_helpindex in a database, and give a
table's name, you seeinformation about which segments store the table or
itsindexes.

For example:
sp_helpindex authors

index name index keys 1index description index max rows per page
index fillfactor index reservepagegap index created
index local

auidind au_id clustered,unique 0
0 0 Apr26 2005 4:04PM
Global Index
aunwind au_lname,au_fname nonclustered,unique 0
0 0 Apr26 2005 4:04PM

Global Index
(2 rows affected)

index ptn name index ptn seg
auidind 400001425 default
aunmind 400001425 default
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Segments and system tables
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Three system tables store information about segments: master..sysusages
and two system tables in the user database, sysindexes and syssegments.
sp_helpsegment uses these tables. Additionally, it finds the database
device namein sysdevices.

When you allocate a device to a database with create database or alter
database, Adaptive Server adds arow to master..sysusages. The segmap
column in sysusages provides bitmaps to the segmentsin the database for
each device.

create database also creates the syssegments table in the user database
with these default entries:

segment name status
0 system 0
1 default 1
2 logsegment 0

When you add a segment to a database with sp_addsegment, the
procedure:

* Addsanew row to the syssegments table in the user database, and
»  Updatesthe segmap in master..sysusages.

When you create atable or an index partition, Adaptive Server adds anew
row to sysindexes. The segment column in that table stores the segment
number, showing where the server alocates new space for the object. If
you do not specify asegment name when you create the object, it is placed
on the default segment; otherwise, it is placed on the specified segment.

If you create atable containing text or image columns, asecond row isalso
added to sysindexes for the linked list of text pages; by default, the chain
of text pagesis stored on the same segment asthetable. An exampleusing
sp_placeobject to put the text chain on its own segment is included under
“A segment tutorial” on page 195.
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The name from syssegments is used in create table and create index
statements. The status column indicates which segment is the default
segment.

Note See“System tables that manage space allocation” on page 152 for
more information about the segmap column and the system tables that
manage storage.

A segment tutorial

The following tutorial shows how to create a user segment and how to
remove all other segment mappingsfrom the device. The examplesin this
section assume a server using 2K logical page sizes.

When you are working with segments and devices, remember that:

« If you assign space in fragments, each fragment has an entry in
sysusages.

*  Whenyou assign an additional fragment of adeviceto adatabase, all
segments mapped to the existing fragment are mapped to the new
fragment.

e If you use alter database to add space on a device that is new to the
database, the system and default segments are automatically mapped
to the new space.

Thetutorial begins with a new database, created with one device for the
database objects and another for the transaction log:

create database mydata on bigdevice = "S5M"
log on logdev = "4M"

Now, if you use mydata, and run sp_helpdb, you see:

sp_helpdb mydata

name db size owner dbid created status

nydata o0mBsa 5 May 27, 2005 no options set
device fragments size usage created free kbytes
bigdevice 5.0 MB data only May 25 2005 3:42PM 3650
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logdev 4.0 MB 1log only May 25 2005 3:42PM not applicable
log only free kbytes = 4078
device segment
bigdevice default
bigdevice system
logdev logsegment
(return status = 0)
Like al newly created databases, mydata hasthe segments named default,
system, and logsegment. Because create database used log on, the
logsegment ismapped toitsown device, logdev, and the default and system
segments are both mapped to bigdevice.
If you add space on the same database devices to mydata, and run
sp_helpdb again, you see entries for the added fragments:
use master
alter database mydata on bigdevice = "2M"
log on logdev = "1M"
use mydata
sp_helpdb mydata
name db_size owner dbid created status
mydata 12.0 MB sa 4 May 25, 2005 no options set
device fragments size usage created free kbytes
bigdevice 5.0 MB data only May 25 2005 3:42PM 2048
logdev 4.0 MB data only May 25 2005 3:42PM not applicable
data only 2.0 MB log only May 25 2005 3:55PM 2040
log only 1.0 MB log only May 25 2005 3:55PM not applicable
log only free kybytes = 5098
device segment
bigdevice default
bigdevice system
logdev logsegment
196
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Always add log space to |og space and data space to data space. Adaptive
Server instructsyou to usewith override if youtry to allocate asegment that
isalready in usefor datato thelog, or viceversa. Remember that segments
are mapped to entire devices, and not just to the space fragments. If you
change any of the segment assignments on a device, you make the change
for all of the fragments.

The following example allocates a new database device that has not been
used by mydata:

use master

alter database mydata on newdevice = 3
use mydata

sp_helpdb mydata

name db_size owner dbid created status

mydata 15.0 MB sa 5 May 25, 2005 no options set

device fragments size usage created free kbytes
bigdevice 5.0 MB data only May 25 2005 3:42PM 3650
logdev 4.0 MB log only May 25 2005 3:42PM not applicable
bigdevice 2.0 MB data only May 25 2005 3:55PM 2040
logdev 1.0 MB log only May 25 2005 3:55PM not applicable
newdevice 3.0 MB data only May 26 2005 11:59AM 3060

log only free kbytes = 5098

device segment
bigdevice default
bigdevice system
logdev logsegment
newdevice default
newdevice system

The following example creates a segment called new_space on
newdevice:

sp_addsegment new space, mydata, newdevice

Here isthe portion of the sp_helpdb report which lists the segment

mapping:
device segment
bigdevice default
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create table mytabl
on new_space

bigdevice system
logdev logsegment
newdevice default
newdevice new_space
newdevice system

The default and system segments are still mapped to newdevice. If you are
planning to use new_space to store a user table or index for improved
performance, and you want to ensure that other user objects are not stored
on the device by default, reduce the scope of default and system with
sp_dropsegment:

sp_dropsegment system, mydata, newdevice
sp_dropsegment "default", mydata, newdevice

You must include the quotes around “ default”; it is a Transact-SQL
reserved word.

Here is the portion of the sp_helpdb report that shows the segment
mapping:

device segment
bigdevice default
bigdevice system
logdev logsegment
newdevice new_space

Only new_space is now mapped to newdevice. Users who create objects
can use on new_space to place atable or index on the device that
corresponds to that segment. Since the default segment is not pointing to
that database device, userswho create tablesand indexeswithout using the
on clause are not placing them on your specially prepared device.

If you use alter database on newdevice again, the new space fragment
acquiresthe same segment mapping as the existing fragment of that device
(that is, the new_space segment only).

At this point, if you use create table and name new_space as the segment,
you get results like these from sp_helpsegment:

(cl int, c2 datetime)

sp_helpsegment new space

segment name
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status
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3 new_space 0
device size free pages
newdevice 3.0MB 1523

Objects on segment ‘new space’:
table name index name indid partition name

mytabl mytabl 0 mytabl 400001425

Objects currently bound to segment ‘new space’:

table name index name indid
total size total pages free pages wused pages reserved pages
3.0MB 1536 1523 13 0

Segments and clustered indexes

This example creates a clustered index, without specifying the segment
name, using the same table you just created on the new_space segment in
the preceding example. Check new_space after create index to verify that
no objects remain on the segment:

create clustered index mytabl cix
on mytabl (cl)
sp_helpsegment new space

segment name status

""" 3 newspace 0

device size free pages

e iam T oo

total size total pages free pages wused pages reserved pages
soms 1536 1530 s 0
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If you have placed atable on a segment, and you must create a clustered
index, usethe on segment_name clause, or the table migratesto the default
segment.
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Update activity against atable can eventually lead to inefficient utilization
of space and reduced performance. The reorg command reorganizes the
use of table space and improves performance.

Topic Page
reorg subcommands 201
When to run areorg command 202
Using the optdiag utility to assess the need for areorg 203
Moving forwarded rows to home pages 204
Reclaiming unused space from deletions and updates 205
Reclaiming unused space and undoing row forwarding 206
Rebuilding atable 206
Using the reorg rebuild command on indexes 209
resume and time options for reorganizing large tables 212

reorg subcommands

Thereorg command providesfour subcommandsfor carrying out different
types and levels of reorganization:

e reorg forwarded_rows undoes row forwarding.

e reorg reclaim_space reclaims unused space |eft on a page as aresult
of deletions and row-shortening updates.

e reorg compact both reclaims space and undoes row forwarding.

e reorg rebuild undoes row forwarding and reclaims unused page space,
as does reorg compact. In addition, reorg rebuild:

* Rewritesall rowsto accord with atable’ sclustered index, if it has
one

*  Rewrites space for data and index partitions.

e Worksonindividual partitions.
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e Writesrows to data pages to accord with any changes madein
space management settings through sp_chgattribute

» Dropsand re-creates all indexes belonging to the table

Thereclaim_space, forwarded_rows, and compact subcommands;

Minimize interference with other activities by using multiple small
transactions of brief duration. Each transaction is limited to eight
pages of reorg processing.

Rewrite space for a single partition.

Provide resume and time options that allow you to set atime limit on
how long areorg runs and to resume areorg from the point at which
the previous reorg stopped. This allows you to, for example, use a
seriesof partial reorganizationsat off-peak timestoreorg alargetable.
For moreinformation, see“resume and time optionsfor reorganizing
large tables’” on page 212.

The following considerations apply to the rebuild subcommand:

reorg rebuild holds an exclusive table lock for itsentire duration. On a
large table this may be a significant amount of time. However, reorg
rebuild doeseverything that dropping and re-creating aclustered index
does and takes less time. In addition, reorg rebuild rebuilds the table
using al of the table's current space management settings. Dropping
and re-creating an index does not use the space management setting
for reservepagegap.

In most cases, reorg rebuild requires additional disk space equal to the
size of the tableit is rebuilding and its indexes.

The following restrictions hold:

The table specified in the command, if any, must use either the
datarows or datapages locking scheme.

You must be a System Administrator or the object owner to issue
reorg.

You cannot issue reorg within atransaction.

When to run areorg command

reorg is useful when:

202
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e A large number of forwarded rows causes extra I/O during read
operations.

e Inserts and serializable reads are slow because they encounter pages
with noncontiguous free space that must be reclaimed.

e Largel/O operations are slow because of low cluster ratios for data
and index pages.

e sp_chgattribute was used to change a space management setting
(reservepagegap, fillfactor, or exp_row_size) and the change isto be
applied to all existing rows and pages in atable, not just to future
updates.

Using the optdiag utility to assess the need for a reorg

To assess the need for running reorg, use statistics from the systabstats
tableand the optdiag utility. systabstats contai ns statistics on the utilization
of table space, while optdiag generates reports based on statistics in both
systabstats and the sysstatistics table.

For information on the systabstats table, see the Performance and Tuning
Guide. For information about optdiag, see Utility Programs for UNIX
Platforms.

Space reclamation without the reorg command

Several types of activities reclaim or reorganize the use of spacein atable
on a page-by-page basis:

* Inserts, when an insert encounters a page that would have enough
room if it reclaimed unused space

e Theupdate statistics command (for index pages only)
e Re-creating clustered indexes

*  Thehousekeeper garbage collection task, if enable housekeeper GCis
set to 1 or more
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Each of these has limitations and may be insufficient for use on alarge
number of pages. For example, inserts may execute more slowly when
they need to reclaim space, and may not affect many pages with space that
can be reorganized. Space reclamation under the housekeeper garbage
collection task compacts unused space, but a single housekeeper garbage
collection task that runs at user priority may not reach every page that
needsit.

Moving forwarded rows to home pages

reorg forwarded_rows
syntax

204

If an update makes a row too long to fit on its current page, the row is
forwarded to another page. A reference to the row is maintained on its
original page, the row’s home page, and all access to the forwarded row
goesthrough thisreference. Thus, it alwaystakestwo page accessesto get
to aforwarded row. If a scan needs to read alarge number of forwarded
pages, the 1/0Os caused by extra page accesses low performance.

reorg forwarded_rows undoes row forwarding by either moving a
forwarded row back to its home page, if there is enough space, or by
deleting the row and reinserting it in a new home page. If the table spans
partitions, you can specify the partition with the partition_name
parameter.

You can dipslay statistics on the number of forwarded rowsin atable by
querying systabstats and using optdiag.

The syntax for reorg forwarded_rows is:

reorg forwarded_rows table_name partition partition_name
[with {resume, time = no_of minutes}]

For information about the resume and time options, see“resume and time
options for reorganizing large tables” on page 212.

reorg forwarded_rows does not apply to indexes, because indexes do not
have forwarded rows.
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Using reorg compact to remove row forwarding

reorg forwarded_rows uses allocation page hints to find forwarded rows.
Because it does not have to search an entire table, this command executes
quickly, but it may miss some forwarded rows. After running reorg
forwarded_rows, you can evaluate its effectiveness by using optdiag and
checking “Forwarded row count.” If “Forwarded row count” is high, you
can then run reorg compact, which goes through atable page by page and
undoes all row forwarding.

Reclaiming unused space from deletions and updates

reorg reclaim_space
syntax

When atask performs a delete operation or an update that shortens row
length, the empty spaceis preserved in case the transaction is rolled back.
If atableis subject to frequent deletions and row-shortening updates,
unreclaimed space may accumulate to the point that it impairs
performance.

reorg reclaim_space reclaims unused space left by deletions and updates.
On each page that has space resulting from committed deletion or
row-shortening updates, reorg reclaim_space rewrites the remaining rows
contiguously, leaving all the unused space at the end of the page. If all
rows have been deleted and there are no remaining rows, reorg
reclaim_space deallocates the page.

If the table extends over a partition, or several partitions, you can reclaim
any available space on the partition by specifying the partition_name
parameter.

You can display statistics on the number of unreclaimed row deletionsin
atable from the systabstats table and by using the optdiag utility. Thereis

no direct measure of how much unused space thereis as aresult of
row-shortening updates.

The syntax for reorg reclaim_space is:

reorg reclaim_space table_name [index_name]
partition partition_name with {resume, time = no_of _minutes}]
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If you specify only atable name, only the table's data pages are
reorganized to reclaim unused space; in other words, indexes are not
affected. If you specify an index name, only the pages of the index are
reorgani zed. If you specify apartition, only the part of thetabl e that resides
on that partition is affected.

For information about the resume and time options, see“resume and time
options for reorganizing large tables” on page 212.

Reclaiming unused space and undoing row forwarding

reorg compact syntax

reorg compact combines the functions of reorg reclaim_space and
reorg forwarded_rows. Use reorg compact when:

*  You do not need to rebuild an entire table (reorg rebuild); however,
both row forwarding and unused space from del etes and updates may
be affecting performance.

*  Thereare alarge number of forwarded rows. See “Using reorg
compact to remove row forwarding” on page 205.

The syntax for reorg compact is:

reorg compact table_name partition partition_name
with {resume, time = no_of_minutes}]

If you specify a partition, only the part of the table that resides on that
partition is affected.

For information about the resume and time options, see“resume and time
options for reorganizing large tables” on page 212.

Rebuilding a table
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Use reorg rebuild when:

» Largel/Oisnot being selected for queries where it is usually used,
and optdiag shows a low cluster ratio for datapages, data rows, or
index pages.
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e You used sp_chgattribute to change one or more of the exp_row_size,
reservepagegap, or fillfactor space management settings and you want
the changes to apply not only to future data, but also to existing rows
and pages. For information about sp_chgattribute, see the Reference
Manual.

If atable needsto berebuilt because of alow cluster ratio, it may also need
to have its space management settings changed (see “ Changing space
management settings before using reorg rebuild” on page 208).

If reorg rebuild finds that the current table is used by another session, it
does not wait for this session to end. Instead, it aborts the entire
transaction.

reorg rebuild uses atabl€’s current space management settings to rewrite
the rows in the table according to the table€’s clustered index, if it has one.
All indexeson thetable are dropped and re-created using the current space
management values for reservepagegap and fillfactor. After arebuild, a
table has no forwarded rows and no unused space from deletions or
updates.

reorg rebuild syntax The syntax for reorg rebuild is:
reorg rebuild table_name [index_name [partition index_partition_name]

reorg rebuild performs the following when you run it against atable and a
partition:

* Takesan exclusive table lock
e Copiesdatafrom old to new pages
e Dedlocates old data pages

e Locks system tables for updates (including sysindexes, sysobjects,
syspartitions, and systabstats)

e Rebuilds clustered and non-clusterd indexes against new data pages
e Commits all open transactions
e Releaseslocks on system tables

If thetableislarge and has several indexes, the locks for updating system
tables can be held for along time and can block processes from accessing
information in the system tables for the user tables on which you are
running reorg. However, because systabstats is already datarow-locked,
this system table does not impact this blocking.
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reorg rebuild buildsthe clustered index using the with sorted data option, so
the data does not have to be re-sorted during thisindex build.

Prerequisites for running reorg rebuild

Before you run reorg rebuild on atable:
»  Set the database option select into/bulkcopy/plisort to true.
» Determineif your table uses a datapages or datarows locking scheme

» Makesurethat additional disk space, equal to the size of thetableand
itsindexes, is available.

To set select into/bulkcopy/plisort to true:

1> use master
2> go
1> sp dboption pubs2,
"select into/bulkcopy/pllsort", true
2> go

Following arebuild on atable:

»  Dump the database containing the table before you can dump the
transaction log.

» Distribution statistics for the table are updated.

» All stored procedures that reference the table are recompiled the next
time they are run.

Changing space management settings before using reorg rebuild
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When reorg rebuild rebuilds atable, it rewrites all table and index rows
according to the table’s current settings for reservepagegap, fillfactor, and
exp_row_size. These propertiesall affect how quickly inserts cause atable
to become fragmented, as measured by alow cluster ratio.

If it appears that atable quickly becomes fragmented and must be rebuilt
too frequently, you may need to change the table's space management
settings before you run reorg rebuild.

To change the space management settings, use sp_chgattribute (see the
Reference Manual). For information on space management settings, see
the Performance and Tuning Guide.
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Using the reorg rebuild command on indexes

Thereorg rebuild command allowsyou to rebuild individual indexeswhile
the tableitself is accessible for read and update activities.

Syntax
The syntax for rebuilding an index is:

reorg rebuild table_name [index_name [partition
index_partition_name] ]

Comments

To use reorg rebuild, you must be the table owner or the Database Owner,
or have System Administrator privileges.

If you omit the index or partition name, the entire table is rebuilt.

If you specify an index, only that index is rebuilt. Similarly, if you specify
an index partition, only that index partition is rebuilt.

Requirementsfor using reorg rebuild on anindex are less stringent than for
tables. The following rules apply:

* You do not need to set select into to rebuild an index.

« Rebuilding atable requires space for a complete copy of the table.
Rebuilding an index works in small transactions, and deallocates
pages once they are copied; therefore, the process needs space only
for the pages copied on each transaction.

* You can rebuild the index on atable while transaction level scans
(dirty reads) are active.

Limitations

The reorg command applies only to tables using datarows or datapages
locking. You cannot run reorg on atable that uses allpages locking.

You cannot run reorg on text that has an indid of 255 in sysindexes.

You cannot run reorg within atransaction.
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You can perform adump tran on atable after rebuilding itsindex.
However, you cannot perform a dump tran if the entire table has been
rebuilt.

You can rebuild the index for systabstats, but you cannot run reorg rebuild
on thetable itself.

Although online index rebuilding is allowed on a placement inde, it
rebuilds only the index pages. The data pages remain untouched, which
means datarows are neither sorted nor rewritten to fresh pages. You can
rebuild data pages by dropping a placement index, and then re-creating it.

How indexes are rebuilt with reorg rebuild index_name

partition_name
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Rebuilding asingletable or partition index rewrites all index rowsto new
pages. Thisimproves performance by:

* Improving clustering of the leaf level of the index

»  Applying stored values for the fill factor on the index, which can
reduce page splits

» Applying any stored value for reservepagegap, which can help
reserve pages for future splits

To reduce contention with users whose queries must use the index, reorg
rebuild locks asmall number of pages at atime. Rebuilding anindex isa
series of independent transactions, with some independent, nested
transactions. Approximately 32 pages are rebuilt in each nested
transaction and approximately 256 pages are rebuilt in each outer
transaction. Address locks are acquired on the pages being modified and
are released at the end of the top action. The pages deallocated in a
transaction are not available for reuse until the next transaction begins.
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If the reorg rebuild command stops running, the transactions that are
aready committed are not rolled back. Therefore, the part that has been
reorganized is well-clustered with desired space utilization, and the part
that has not been reorganized is the same as it was before you ran the
command. The index remainslogically consistent.

Note Rebuilding the clustered index does not affect the data pages of the
table. It only affectsthe leaf pagesand higher index levels. Non-leaf pages
above level 1 are not rebuilt.

Space requirements for rebuilding an index

If you do not specify fill_factor or reservepagegap, rebuilding an index
reguires additional space of approximately 256 pages, or lessin the data
segment. The amount of log space required is larger than that required to
drop the index and re-create it using create index, but it should be only a
small fraction of the actual index size. The more additional free spaceis
available, the better the index clustering will be.

Note reorg rebuild may not rebuild those parts of theindex that are already
well clustered and have the desired space utilization.

Performance characteristics
Index scans traverse faster after you run reorg.

Running reorg against a table can have a negative effect on performance
of concurrent queries.

Status messages

Running reorg rebuild indexname on alarge table may take along time.
Periodic status messages display; starting and ending messages arewritten
to the error log and to the client process executing reorg. In-progress
messages display only to the client.
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A statusreporting interval is calculated as either 10 percent of the pagesto
be processed or 10,000 pages, whichever islarger. When this number of
pagesis processed, astatus messageisprinted. Therefore, no morethan 10
messages are printed, regardless of the size of the index. Status messages
for existing reorg commands are printed more frequently.

resume and time options for reorganizing large tables

Syntax for using resume
and time in reorg
commands

212

Usetheresume and time options of the reorg command when reorganizing
an entire table would take too long and interfere with other database
activities. time allows you to run areorg for a specified length of time.
resume alowsyou to start areorg at the point in atable where the previous
reorg |eft off. In combination, the two options alow you to reorganize a
large table by running a series of partial reorganizations (for example,
during off-hours).

resume and time are not available with reorg rebuild.

The syntax for resume and time is:

reorg forwarded_rows table_name partition partition_name
[with {resume, time = no_of minutes}]

reorg reclaim_space table_name [index_name] partition
partition_name
with {resume, time = no_of minutes}]

reorg compact table_name partition partition_name
with {resume, time = no_of minutes}]

The following considerations apply:

» If you specify only the resume option, the reorg begins at the point
wherethe previousreorg stopped and continuesto the end of thetable.

*  If you specify only thetime option, thereorg starts at the beginning of
the table and continues for the specified number of minutes.

» If you specify both options, the reorg starts at the point where the
previous reorg stopped and continues for the specified number of
minutes.
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Specifying no_of _minutes in the time option

Theno_of minutes argument in thetime option refersto el apsed time, not
CPU time. For example, to run reorg compact for 30 minutes, beginning
where a previous reorg compact finished, enter:

reorg compact tablename with resume, time=30

If the reorg process goesto sleep during any part of the 30 minutes, it still
counts as part of the elapsed time and does not add to the duration of the
reorg.

When the amount of time specified has passed, reorg saves statistics about
the portion of thetable or index that was processed in the systabstats table.
Thisinformation is used as the restart point for areorg with the resume
option. Therestart points for each of the three subcommands that take
resume and time options are maintained separately. You cannot, for
example, start with reorg reclaim_space and then resume the process using
reorg compact.

If you specify no_of minutes, and reorg arrives at the end of atable or an
index before the time is up, it returns to the beginning of the object and
continues until it reachesits time limit.

Note resume and time allow you to reorganize an entire table or index over
multiple runs. However, if there are updates between reorg runs, some
pages may be processed twice and some pages may not be processed at all.

System Administration Guide: Volume 2 213



resume and time options for reorganizing large tables

214 Adaptive Server Entreprise



cuapTer 10 Checking Database Consistency

This chapter describes how to check database consistency and perform
some kinds of database maintenance using the dbcc commands.

Topic Page
What is the database consistency checker? 215
Understanding page and object allocation concepts 216
What checks can be performed with dbcc? 221
Checking consistency of databases and tables 222
Checking page alocation 229
Correcting alocation errors using the fix | nofix option 233
Generating reports with dbcc tablealloc and dbcc indexalloc 233
Checking consistency of system tables 234
Strategies for using consistency checking commands 236
Verifying faults with dbcc checkverify 244
Dropping a damaged database 248
Preparing to use dbcc checkstorage 248
Updating the dbcc_config table 259
Maintaining dbccdb 261
Generating reports from dbccdb 264
Upgrading compiled objects with dbcc upgrade_object 268

What is the database consistency checker?

The database consistency checker (dbcc) provides commands for
checking the logical and physical consistency of adatabase. Two major
functions of dbcc are:

e Checking page linkage and data pointers at both the page level and
the row level using checkstorage or checktable and checkdb

e Checking pageallocation using checkstorage, checkalloc, checkverify,
tablealloc, and indexalloc
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e Checking for consistency within and between the system tablesin a
database with checkcatalog

dbcc checkstorage storesthe results of checksin the dbccdb database. You
can print reports from dbcedb using the dbcc stored procedures.

Use the dbcc commands;

e Aspart of regular database maintenance—theintegrity of the internal
structures of a database depends upon the System Administrator or
Database Owner running database consistency checks on aregular
basis.

e Todetermine the extent of possible damage after a system error has
occurred.

» Before backing up a database for additional confidencein the
integrity of the backup.

» If you suspect that a database is damaged. For example, if using a
particular table generates the message “ Table corrupt,” you can use
dbcc to determine if other tablesin the database are also damaged.

If you are using Component I ntegration Services, thereare additional dbcc
commands you can use for remote databases. For more information, see
the Component Integration Services User’s Guide.

Understanding page and object allocation concepts

216

When you initialize a database device, the disk init command divides the
new spaceinto allocation units. The size of the allocation unit dependson
the size of the logical pages your server uses (2, 4, 8, or 16K). The first
page of each allocation unit isan allocation page, which tracks the use of
all pagesin the allocation unit. Allocation pages have an object ID of 99;
they are not real database objects and do not appear in system tables, but
dbcc errors on allocation pages report this value.

When atable of an indexed partition requires space, Adaptive Server
allocates a block of 8 pages to the object. This 8-page block iscalled an
extent. Each allocation unit contains 32 extents. The size of the extent also
depends on the size of the server logical pages. Adaptive Server uses
extents as a unit of space management to allocate and deall ocate space as
follows:
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e When you create atable of an index partition, Adaptive Server
allocates an extent for the object.

*  When you add rows to an existing table, and the existing pages are
full, Adaptive Server alocates another page. If al pagesin an extent
are full, Adaptive Server allocates an additional extent.

e When you drop atable of an indexed partition, Adaptive Server
deallocates the extents it occupied.

*  When you delete rows from atable so that it shrinks by a page,
Adaptive Server deallocates the page. If the table shrinks off the
extent, Adaptive Server deallocates the extent.

Every time spaceisallocated or deallocated on an extent, Adaptive Server
records the event on the allocation page that tracks the extents for that
object. This provides a fast method for tracking space allocations in the
database, since objects can shrink or grow without excess overhead.

Figure 10-1 shows how data pages are set up within extentsand allocation
unitsin Adaptive Server databases.
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Figure 10-1: Page management with extents
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dbce checkalloc checksall alocation pages (page 0 and all pagesdivisible
by 256) in a database and reports on the information it finds. dbcc
indexalloc and dbcc tablealloc check allocation for specific database
objects.
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Understanding the object allocation map (OAM)

Each table and index on atable hasan obj ect allocation map (OAM). The
OAM is stored on pages allocated to the table or index and is checked
when anew pageisneeded for theindex or table. A single OAM page can
hold allocation mapping for between 2,000 and 63,750 data or index
pages. Each OAM pageisthe size of onelogica page size. For example,
onaserver using alogical page size of 4K, each OAM page is4K.

Thenumber of entries per OAM page also dependsonthelogical pagesize
the server is using. The following table describes the number of OAM
entries for each logical page size:

2K logical 4K logical 8K logical 16K logical
page size page size page size page size
250 | 506 | 1018 | 2042

The OAM pages point to the all ocation page for each allocation unit where
the object uses space. The allocation pages, in turn, track the information
about extent and page usage within the allocation unit. In other words, if

thetitles tableis stored on extents 24 and 272, the OAM page for thetitles
table points to pages 0 and 256.

Figure 10-2 shows an object stored on 4 extents, numbered 0, 24, 272 and
504 for aserver that uses 2K logical pages. The OAM isstored on thefirst
page of the first segment. In this case, since the all ocation page occupies
page 0, the OAM islocated on page 1.

This OAM points to two allocation pages. page 0 and page 256.

These allocation pages track the pages used in each extent used by all
objects with storage space in the allocation unit. For the object in this
example, it tracksthe all ocation and deall ocation of pageson extentsO0, 24,
272, and 504.
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Figure 10-2: OAM page and allocation page pointers
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dbce checkalloc and dbcc tablealloc examine this OAM page information,

in addition to checking pagelinkage, asdescribed in “ Understanding page
linkage” on page 221.
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Understanding page linkage

After apage has been allocated to atable of anindexed partition, that page
islinked with other pages used for the same object. Figure 10-3illustrates
thislinking. Each page contains a header that includes the number of the
page that precedesit (“prev”) and of the page that followsiit (“next”).
When anew page is alocated, the header information on the surrounding
pages changes to point to that page. dbcc checktable and dbcc checkdb
check page linkage. dbcc checkalloc, tablealloc, and indexalloc compare
page linkage to information on the allocation page.

Figure 10-3: How a newly allocated page is linked with other pages

existing pages prev| next prev| next

prev| next

new page to be linked

S — e old link
<*+—P pew link

What checks can be performed with dbcc?

Table 10-1 summarizes the checks performed by the dbcc commands.
Table 10-2 on page 237 compares the different docc commands.
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Table 10-1: Comparison of checks performed by dbcc commands

o o
? Q ISEEN?) Tocs
S & o 2 o 8 %
n &8 T ® T = o
X X X X ¢ @®© X
O 0 O O g O O
2 2 2 29 5 2

Checks performed G 6 6 o £ 8 ©

Allocation of text valued columns X

Index consistency X | X

Index sort order X | X

OAM page entries X | X | X X | X

Page allocation X X | X | X

Page consistency X | X | X

Pointer consistency X | X | X

System tables X

Text column chains X | X | X |X

Text valued columns X | X | X

Note You can run all dbcc commands except dbrepair and checkdb with
the fix option while the database is active.

Only the table owner can execute dbcc with the checktable, fix_text, or
reindex keywords. Only the Database Owner can use the checkstorage,
checkdb, checkcatalog, checkalloc, indexalloc, and tablealloc keywords.
Only a System Administrator can use the dbrepair keyword.

Checking consistency of databases and tables

The dbcc commands for checking the consistency of databases and tables
are:

» dbcc checkstorage
e dbcc checktable
e dbcc checkdb
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dbcc checkstorage

Use dbcc checkstorage to perform the following checks:

Allocation of text valued columns
Page allocation and consistency

OAM page entries

An OAM page for each partition exists
Pointer consistency

Text-valued columns and text-column chains

Thefollowing syntax isfor dbcc checkstorage, where dbname isthe name
of the target database (the database to be checked):

dbcc checkstorage [(dbname)]

dbcc checkstorage runs checks against the database on disk. If acorruption
isonly in memory, dbcc checkstorage may not detect the corruption. To
ensure consistency between two dbcc checkstorage runs, run checkpoint
before running dbcc checkstorage. However, doing so can turn atransient
memory corruption into corruption on disk.

Advantages of using dbcc checkstorage
The dbce checkstorage command:

Combines many of the checks provided by the other dbcc commands

Doesnot lock tables or pagesfor extended periods, which allowsdbcc
to locate errors accurately while allowing concurrent update activity

Scales linearly with the aggregate /0O throughput

Separates the functions of checking and reporting, which allows
custom evaluation and report generation

Provides a detailed description of space usage in the target database

Recordsdbcc checkstorage activity and resultsin thedbccdb database,
which allows trend analysis and provides a source of accurate
diagnostic information
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Comparison of dbcc checkstorage and other dbcc commands

dbce checkstorage is different from the other dbcc commandsiin that it
requires:

The dbcedb database to store configuration information and the
results of checks made on the target database. However, you can run
dbce checkstorage from any database.

At least two workspaces to use during the check operation. See
“dbcedb workspaces” in Chapter 59, “dbccdb Tables’ in the
Reference Manual.

System and stored proceduresto help you prepare your system to use
dbce checkstorage and to generate reports on the data stored in
dbccdb.

dbcc checkstorage does not repair any faults. After you run dbcc
checkstorage and generate areport to see the faults, you can run the
appropriate docc command to repair the faults.

Understanding the dbcc checkstorage operation

224

The dbcc checkstorage operation consists of the following steps:

1

Inspection — dbcc checkstorage uses the device alocation and the
segment definition of the database being checked to determine the
level of parallel processing that can be used. dbcc checkstorage also
uses the configuration parameters max worker processes and dbcc
named cache to limit the level of parallel processing that can be used.

Planning — dbcc checkstorage generates a plan for executing the
operation that takes advantage of the parallelism discovered in step 1.

Execution and optimization—dbcc checkstorage uses Adaptive Server
worker processesto perform parallel checking and storage analysis of
the target database. It attempts to equalize the work performed by
each worker process and consolidates the work of under utilized
worker processes. As the check operation proceeds, dbcc
checkstorage extends and adjusts the plan generated in step 2 to take
advantage of the additional information gathered during the check
operation.
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4 Reporting and control — during the check operation, dbcc
checkstorage recordsin the doccdb database all the faultsit findsin
the target database for later reporting and evaluation. It also records
the results of its storage analysis in dbccdb. When dbcc checkstorage
encounters a fault, it attempts to recover and continue the operation,
but ends operations that cannot succeed after the fault. For example,
adefective disk does not cause dbce checkstorage to fail; however,
check operations performed on the defective disk cannot succeed, so
they are not performed.

If another session performsdrop table concurrently, dbcc checkstorage
might fail in the initialization phase. If this happens, run dbcc
checkstorage again when the drop table processiis finished.

Note Seethe Troubleshooting and Error Message Guide for information
about dbcc checkstorage error messages.

Performance and scalability

dbcc checkstorage scales linearly with aggregate 1/0 throughput for a
substantial performance improvement over dbcc checkalloc. The scaling
property of dbcc checkstorage meansthat if the database doublesin size
and the hardware doublesin capacity (realizable 1/0 throughput), thetime
required for a dbcc check remains unchanged. Doubling the capacity
would typically mean doubling the number of disk spindlesand providing
sufficient additional 1/0 channel capacity, system bus capacity, and CPU
capacity to realize the additional aggregate disk throughput.

Most of the checks performed by using dbcc checkalloc and dbcc checkdb,
including text column chain verification, are achieved with a single check
when you use dbcc checkstorage, thereby eliminating redundant check
operations.

dbcc checkstorage checks the entire database, including unused pages, so
execution time is relative to database size. Therefore, when you use dbcc
checkstorage, thereis not alarge difference between checking a database
that is nearly empty and checking one that is nearly full, as thereiswith
the other dbcc commands.

Unlike the other dbcc commands, the performance of dbcc checkstorage
does not depend heavily on data placement. Therefore, performanceis
consistent for each session, even if the data placement changes between
Sessions.
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Because dbcc checkstorage does extrawork to set up the parallel operation
and recordslarge amounts of datain dbccdb, the other dbcc commands are
faster when the target database is small.

The location and allocation of the workspaces used by dbcc checkstorage
can affect performance and scal ability. For moreinformation on how to set
up the workspaces to maximize the performance and scal ability of your
system, see “dbcc workspaces’ in Chapter 59, “dbcedb Tables” in the
Reference Manual.

To run dbcc checkstorage and one of the system proceduresfor generating
reports with asingle command, use sp_dbcc_runcheck.

dbce checktable checks the specified table to see that:

» Index and data pages are linked correctly

* Indexes are sorted properly

* Pointers are consistent

» All indexes and data partitions are correctly linked

» Datarows on each page have entries in the row-offset table; these
entries match the locations for the data rows on the page

»  Partition statistics for partitioned tables are correct

The syntax for dbcc checktable is:

dbcc checktable({table_name | table_id}[, skip_ncindex |
“fix_spacebints” [, “partition_name" | partition_id]])
The skip_ncindex option allows you to skip checking the page linkage,
pointers, and sort order on nonclustered indexes. The linkage and pointers
of clustered indexes and data pages are essential to the integrity of your
tables. You can drop and re-create nonclustered indexesif Adaptive Server
reports problems with page linkage or pointers.

partition_name is the name of the partition you are checking (this may or
may not contain the entire table because tables can span multiple
partitions), and partition_id isthe ID of the partition you are checking.

If you specify partition_nameor partition_id, dbcc checktable checksonly
thetable, or parts of thetable, residing on this partition; it does not expand
its check to other partitions, and has the following restrictions:

Adaptive Server Entreprise



CHAPTER 10 Checking Database Consistency

e |f thetable consists of more than one partition, index processing is
limited to local indexes.

e Ifyou specify thepartition nameor partition_id parameter, you must
also specify either the second parameter (skip_ncindex or
fix_spacebits) or null. This example specifies null:

dbcc checkalloc (titles, null, 560001995)

« |fthesort order or character set for atable with columns defined with
char or varchar datatypesisincorrect, docc checktable does not corrct
these values. You must run dbcc checktable on the entire table to
correct these errors.

e If anindex ismarked “read-only” due to a changein the sort order,
dbcce checktable does not clear the O_ READONLY bit in the sysstat
field for thetable's sysobjects entry. To clear this status bit, you must
run dbcc checktable on the entire table.

e If yourundbcc checktable on syslogs, dbcc checktable does not report
space usage (free space versus used space). However, if you do not
specify partition_name or partition_id parameters, dbcc checktable
reports the space usage.

When checkstorage returns a fault code of 100035, and checkverify
confirmsthat the spacebit fault isa hard fault, you can use dbcc checktable
to fix the reported fault.

The following command checks part of the titles table that resides on the
smallsales partition (which contains all book sales less than 5000):

dbcc checktable(titles, NULL, "smallsales")

Checking partition 'smallsales' (partition ID 1120003990) of table 'titles'.
The logical page size of this table is 8192 bytes. The total number of data
pages in partition 'smallsales' (partition ID 1120003990) is 1.

Partition 'smallsales' (partition ID 1120003990) has 14 data rows.

DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role.

The following is the dbcc checktable syntax, where table_name isthe
name of the table to repair:

dbcc checktable (table_name, fix_spacebits)

You can use dbcc checktable with the table name or the table’s object 1D.
The sysobjects table stores this information in the name and id columns.

The following example shows a report on an undamaged table;
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dbcc checktable(titles)

Checking table 'titles' (object ID 576002052) :Logical page size is 8192 bytes.
The total number of data pages in partition 'titleidind 576002052' (partition ID
576002052) is 1.

The total number of data pages in this table is 1.

Table has 18 data rows.

DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role.

To check atable that is hot in the current database, supply the database
name. To check atable owned by another object, supply the owner’sname.
You must enclose any qualified table name in quotes. For example:

dbcc checktable ("pubs2.newuser.testtable")
dbce checktable addresses the following problems:

» If the page linkage isincorrect, dbcc checktable displays an error
message.

» If thesort order (sysindexes.soid) or character set (sysindexes.csid) for
atable with columns with char or varchar datatypes isincorrect, and
thetable ssort order iscompatible with Adaptive Server’sdefault sort
order, dbcc checktable corrects the values for the table. Only the
binary sort order is compatible across character sets.

Note If you change sort orders, character-based user indexes are
marked “read-only” and must be checked and rebuilt, if necessary.

e |f datarowsarenot accounted for inthefirst OAM pagefor theobject,
dbce checktable updates the number of rows on that page. Thisis not
a serious problem. The built-in function row_count uses this value to
provide fast row estimates in procedures like sp_spaceused.

You can improve dbcc checktable performance by using enhanced page
fetching.

dbcc checkindex dbcc checkindex runs the same checks as dbcc checktable, but only on the
specified index instead of the entire table. The synax is:

dbcc checkindex({table_nameltable_id}, index_id, bottom_up [,
partition_name | partition_id]])
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partition_name is the name of the partition you are checking and
partition_id istheID of the partition you are checking. bottom_up
specifiesthat checkindex checks from the bottom up, starting at the leaf of
theindex. bottom_upisonly applicablefor DOL tables. If you specify this
option with checkindex or checktable, the index checkingisdonein a
bottom up fashion

dbce checkdb runsthe same checks as dbcc checktable on each tablein the
specified database. If you do not give a database name, dbcc checkdb
checksthe current database. dbcc checkdb gives similar messagesto those
returned by dbcc checktable and makes the same types of corrections.

The syntax for dbcc checkdb is:
dbcc checkdb [(database_name [, skip_ncindex | fix_spacebits]) ]

If you specify the optional skip_ncindex, dbcc checkdb does not check any
of the nonclustered indexes on user tables in the database.

If the database extends over a series of partitions, dbcc checkdb performs
its checks on each partition.

Checking page allocation

dbcc checkalloc

The dbcc commands that you use to check page allocation are;
» dbcc checkalloc

» dbccindexalloc

» dbcc tablealloc

dbce checkalloc ensures that:
*  All pages are correctly allocated

« Partition statistics on the allocation pages are correct
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* Nopageisallocated that is not used

e All pages are correctly allocated to individual partitions and that no
page that is allocated is not used

» Nopageisused that is not alocated

The syntax for dbcc checkalloc is:
dbcc checkalloc [(database_name [, fix | nofix] )]

If you do not provide a database name, dbcc checkalloc checks the current
database.

With the fix option, dbcc checkalloc can fix al allocation errors that would
otherwise be fixed by dbcc tablealloc and can aso fix pages that remain
allocated to objects that have been dropped from the database. Beforeyou
can use dbcc checkalloc with the fix option, you must put the database into
single-user mode. For details on using the fix and no fix options, see
“Correcting allocation errors using the fix | nofix option” on page 233.

dbce checkalloc output consists of ablock of datafor each table, including
the system tables and the indexes on each table. For each table or index, it
reports the number of pages and extents used. Table information is
reported as either INDID=0 or INDID=1. The INDID values are:

o  Tables without clustered indexes have an INDID=0

»  For APL tableswith clustered indexes, the table data partitions and
clustered index partitions are consolidated, with an INDID=1 for the
data partitions (or the clustered index partitions).

» For DOL tableswith clusetered index, the table data partitions have
an INDID=0. The clustered index and nonclustered indexes are
numbered consecutively, starting with INDID=2.

Partition and page information is listed after PARTITION
ID=partition_number.

The following report on pubs2 shows the output for the titleauthor, titles,
and stores tables:
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TABLE: titleauthor OBJID = 544001938

PARTITION ID=544001938 FIRST=904 ROOT=920 SORT=1

Data level: indid 1, partition 544001938. 1 Data pages allocated and 2 Extents
allocated.

Indid : 1, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=544001938 FIRST=928 ROOT=928 SORT=0
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Indid : 2, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=544001938 FIRST=944 ROOT=944 SORT=0

Indid : 3, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

TOTAL # of extents = 8
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TABLE: titles OBJID = 576002052

PARTITION ID=1120003990 FIRST=1282 ROOT=1282 SORT=1

Data level: indid 0, partition 1120003990. 1 Data pages allocated and 1 Extents
allocated.

PARTITION ID=1136004047 FIRST=1289 ROOT=1289 SORT=1

Data level: indid 0, partition 1136004047. 1 Data pages allocated and 1 Extents
allocated.

TOTAL # of extents = 2
khkhkhhkhkdhhkhkhkhkhkdhhkdhhhdhdhkhkhdhhdhdhhddhdhhkhdhhkddhkhdhkdhhddrdhkhdhrkdhkrdhhdhrdhx*x

TABLE: stores OBJID = 608002166

PARTITION ID=608002166 FIRST=745 ROOT=745 SORT=0

Data level: indid 0, partition 608002166. 1 Data pages allocated and 1 Extents
allocated.

TOTAL # of extents =1

dbcc indexalloc
dbcc indexalloc checks the specified index to see that:
e All pages are correctly allocated.
* No pageisallocated that is not used.
e No pageisused that is not allocated.

dbcc indexalloc isan index-level version of dbcc checkalloc, providing the
sameintegrity checkson an individual index, including checking for index
partitions. You must specify either an object ID, an object name, or a
partition ID, and you must specify anindex ID. dbcc checkalloc and dbcc
indexalloc include the index IDs in their output.

The syntax for dbcc indexalloc is:

dbcc indexalloc(object_name | object_id | partition_id, index_id
[, {full | optimized | fast | null} [, fix | nofix]])

System Administration Guide: Volume 2 231



Checking page allocation

dbcc tablealloc

232

To use thefix or nofix option for dbcc indexalloc, you must al so specify one
of the report options (full, optimized, fast, or null). If you specify apartition
ID, only that partition is checked. For details on using the fix and no fix
options, see “ Correcting allocation errors using the fix | nofix option” on
page 233. For details on the reports, see “ Generating reports with dbcc
tablealloc and dbcc indexalloc” on page 233.

dbcc indexalloc treats unpartitioned indexes as an index with asingle
partition.

You can run sp_indsuspect to check the consistency of sort order in
indexes and dbcc reindex to repair inconsistencies.

dbcc tablealloc checks the specified user table to ensure that:
» All pages are correctly allocated.

»  Partition statistics on the allocation pages are correct.

* Nopageisallocated that is not used.

» All pagesarecorrectly allocated to the partitionsin the specified table
and that no page that is allocated is not used.

* Nopageisused that is not allocated.

The syntax for dbcc tablealloc is:

dbcc tablealloc(object_name | object_id | partition_id,
[, {full | optimized | fast | null} [, fix | nofix]])

You can specify the table name, the data partition 1D, or the table’s object
ID from the ID column in sysobjects. If you specify a data partition ID,
dbcc tablealloc performsits checks on this partition and all local index
partitions. If you specify an object name or an object 1D, dbcc tablealloc
performsits checksontheentiretable. If you specify anindex partition ID,
dbcc tablealloc returns error 15046.

To usethefix or nofix optionsfor dbcc tablealloc, you must also specify one
of the report options (full, optimized, fast, or null). For details on using the
fix and no fix options, see“ Correcting allocation errorsusing the fix | nofix
option” on page 233. For details on the reports, see “ Generating reports
with dbcc tablealloc and dbcc indexalloc” on page 233.
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Correcting allocation errors using the fix | nofix option

You can use the fix | nofix option with dbcc checkalloc, dbcce tablealloc, and
dbcc indexalloc. It specifies whether or not the command fixes the
alocation errorsin tables. The default for all user tablesisfix. The default
for all system tablesis nofix.

Before you can use the fix option on system tables, you must put the
database into single-user mode:

sp_dboption dbname, "single user", true
You can issue this command only when no one is using the database.

Output from dbcc tablealloc with fix displays allocation errors and any
corrections that were made. The following example shows an error
message that appears whether or not the fix option is used:

Msg 7939, Level 22, State 1:

Line 2:

Table Corrupt: The entry is missing from the OAM for
object i1d 144003544 indid 0 for allocation page 2560.

When you use fix, the following message indicates that the missing entry
has been restored:

The missing OAM entry has been inserted.

The fix | nofix option works the samein dbcc indexalloc asit doesin dbcc
tablealloc.

Generating reports with dbcc tablealloc and dbcc

indexalloc

You can generate three types of reports with dbcc tablealloc or dbcc
indexalloc:

« full—producesareport containing al types of allocation errors. Using
the full option with dbcc tablealloc givesthe same resultsasusing dbcc
checkalloc at atable level.
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*  optimized — produces areport based on the allocation pages listed in
the OAM pagesfor thetable. When you usethe optimized option, dbcc
tablealloc does not report and cannot fix unreferenced extents on
allocation pages that are not listed in the OAM pages. If you do not
specify areport type, or if you specify null, optimized is the default.

e fast —produces an exception report of pages that are referenced but
not allocated in the extent (2521-level errors); does not produce an
allocation report.

Checking consistency of system tables

dbcc checkcatalog checks for consistency within and between the system
tablesin a database. For example, it verifies that:

» Every typein syscolumns hasamatching entry in systypes.

» Every table and view in sysobjects has at least one column in
syscolumns.

» sysindexesis consistent and fixes any errors

»  For each row in syspartitions, there exists a matching row in
sysegments.

» Thelast checkpoint in syslogs isvalid.

It also lists the segments defined for use by the database and fixes any
errorsit finds.

The syntax for dbcc checkcatalog is:
dbcc checkcatalog [(database name [, £ix])]

If you do not specify a database name, dbcc checkcatalog checks the
current database.

dbcc checkcatalog (testdb)
Checking testdb
The following segments have been defined for database 5 (database name testdb) .

virtual start addr size segments
33554432 4096 0

1
16777216 102 2

DBCC execution completed. If DBCC printed error messages, see your System
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Administrator.

Understanding the output from dbcc commands

dbcc checkstorage stores the results in the dbcedb database. You can print
avariety of reports from this database. For details, see “ dbcc
checkstorage” on page 223.

The output of most other dbcc commands includes information that
identifies the objects being checked and error messages that indicate any
problems, the command findsin the object. When you run dbcc tablealloc
and dbcc indexalloc with fix, the output aso indicates the repairs that the
command makes.

The following example shows dbcc tablealloc output for a table with an
allocation error:

dbcc tablealloc (rrtab)

The default report option of OPTIMIZED is used for this run.

The default fix option of FIX is used for this run.
khkkhkkhkkhkkhkkhkhkhkhkhkhkhhhhkhhhhhhhhhhhdhhhhhhhhhhkhhkhhkhhkhkhkkhkhkhkhkhkkhkkhkkhkkkkkk*x

TABLE: rrtab OBJID = 416001482

PARTITION ID=432001539 FIRST=2032 ROOT=2040 SORT=1

Data level: indid 1, partition 432001539. 2 Data pages allocated and 2 Extents
allocated.

Indid : 1, partition : 432001539. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=448001596 FIRST=2064 ROOT=2072 SORT=1

Data level: indid 1, partition 448001596. 2 Data pages allocated and 2 Extents
allocated.

Indid : 1, partition : 448001596. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=480001710 FIRST=2080 ROOT=2080 SORT=0

Indid : 2, partition : 480001710. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=496001767 FIRST=2096 ROOT=2096 SORT=0

Indid : 2, partition : 496001767. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=512001824 FIRST=2112 ROOT=2112 SORT=0

Indid : 3, partition : 512001824. 1 Index pages allocated and 2 Extents
allocated.

PARTITION ID=528001881 FIRST=2128 ROOT=2128 SORT=0

Indid : 3, partition : 528001881. 1 Index pages allocated and 2 Extents
allocated.
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PARTITION ID=544001938 FIRST=680 ROOT=680 SORT=0

Indid : 4, partition : 544001938. 1 Index pages allocated and 2 Extents
allocated.

TOTAL # of extents = 18

Alloc page 1792 (# of extent=2 used pages=2 ref pages=2
Alloc page 1792 (# of extent=2 used pages=3 ref pages=3
Alloc page 1792 of extent=1 used pages=1 ref pages=1
Alloc page 2048 of extent=1 used pages=1 ref pages=1
Alloc page 1792 of extent=1 used pages=1 ref pages=1
Alloc page 2048 of extent=1 used pages=2 ref pages=2
Alloc page 2048 of extent=2 used pages=3 ref pages=3
Alloc page 2048 of extent=2 used pages=2 ref pages=2
Alloc page 2048 of extent=2 used pages=2 ref pages=2
Alloc page 2048 (# of extent=2 used pages=2 ref pages=2
Alloc page 256 (# of extent=1 used pages=1 ref pages=1)
Alloc page 512 (# of extent=1 used pages=1 ref pages=1)
Total (# of extent=18 used pages=21 ref pages=21) in this database

DBCC execution completed. If DBCC printed error messages, contact a user with
System Administrator (SA) role..

)
( )
(# )
(# )
(# )
(# )
(# )
(# )
(# )
# )

Strategies for using consistency checking commands

The following sections compare the performance of the dbcc commands,
provide suggestions for scheduling and strategies to avoid serious
performance impacts, and provide information about dbcc output.

Comparing the performance of dbcc commands

Table 10-2 compares the speed, thoroughness, the level of checking and
locking, and performance implications of the dbcc commands. Remember
that dbcc checkdb, dbce checktable, and dbcc checkcatalog perform
different types of integrity checks than dbcc checkalloc, dbcc tablealloc,
and dbcc indexalloc. dbcc checkstorage performs a combination of the
some of the checks performed by the other commands. Table 10-1 on
page 222 shows which checks are performed by the commands.
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Table 10-2: Comparison of the performance of dbcc commands

Command and Thorough
option Level Locking and performance Speed -ness
checkstorage Pagechainsand data  No locking; performs extensive 1/0 Fast High
rowsfor al indexes,  and may saturate the system’'s 1/O;
allocation pages, can use dedicated cache with minimal
OAM pages, device  impact on other caches
and partition statistics
checktable checkdb Page chains, sort Sharedtablelock; dbcc checkdb locks — Slow High
order, datarows, and  onetable at atime and releases the
partition statisticsfor  lock after it finishes checking that
all indexes table
checktable checkdb  Page chains, sort Sharedtablelock; dbcc checkdb locks  Up to 40 Medium
with skip_ncindex order, and datarows  onetable at atime and releases the percent faster
for tables and lock after it finishes checking that than without
clustered indexes table skip_ncindex
checkalloc Page chains and No locking; performs extensivel/O  Slow High
partition statistics and may saturate the 1/0 calls; only
allocation pages are cached
tablealloc full Page chains Shared tablelock; performsextensive  Slow High
indexalloc full with 1/0; only allocation pages are cached
full
tablealloc Allocation pages Shared tablelock; performsextensive  Moderate Medium
indexalloc with 1/0; only allocation pages are cached
optimized
tablealloc OAM pages Shared table lock Fast Low
indexalloc with fast
checkcatalog Rowsin systemtables Shared page locks on system Moderate Medium

catal ogs; rel easeslock after each page
is checked; very few pages cached

Using large I/O and asynchronous prefetch

Some dbcc commands can use large 1/O and asynchronous prefetch when
these are configured for the caches used by the databases or objectsto be
checked.

dbcc checkdb and dbcce checktable use large 1/0 pools for the page chain
checks on tables when the tables use a cache with large 1/0 configured.
The largest 1/O size available is used. When checking indexes, dbcc uses
only 2K buffers.
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The dbcc checkdb, dbce checktable, and the dbcc alocation checking
commands, checkalloc, tablealloc and indexalloc, use asynchronous
prefetch when it is available for the pool in use. See “ Setting limits for
dbcc” on page 256 in the Performance and Tuning Guide: Optimizer and
Abstract Plans for more information.

Cache binding commands and the commands to change the size and
asynchronous prefetch percentages for pools are dynamic commands. If
you use these dbcc commands during off-peak periods, when user
applications experience little impact, you can change these settings to
speed dbce performance and restore the normal settings when dbcc checks
are finished. See Chapter 4, “ Configuring Data Caches,” for information
on these commands.

Scheduling database maintenance at your site

There are several factorsthat determine how often you should run dbcc
commands and which ones you need to run.

Database use

If your Adaptive Server is used primarily between the hours of 8:00 am.
and 5:00 p.m., Monday through Friday, you can run dbcc checks at night
and on weekends so that the checks do not have a significant impact on
your users. If your tables are not extremely large, you can run a complete
set of dbcc commands fairly frequently.

dbcc checkstorage and dbcc checkcatalog provide the best coverage at the
lowest cost, and assure recovery from backups. You can run dbcc checkdb
or dbcc checktable less frequently to check index sort order and
consistency. This check does not need to be coordinated with any other
database maintenance activity. Reserve object-level docc checksand those
checksthat use the fix option for further diagnosis and correction of faults
found by dbcc checkstorage.
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Backup schedule

If your Adaptive Server is used 24 hours a day, 7 days aweek, you may
want to limit the resource usage of dbcc checkstorage by limiting the
number of worker processes or by using application queues. If you decide
not to use dbcc checkstorage, you may want to schedule acycle of checks
onindividual tablesandindexesusing dbcc checktable, dbce tablealloc, and
dbcc indexalloc. At the end of the cycle, when all tables have been checked,
you can run dbcc checkcatalog and back up the database. For information
on using application queues, see Chapter 5, “ Distributing Engine
Resources,” in the Performance and Tuning Guide: Basics.

Some sites with 24-hour, high-performance demands run dbcc checks by:
*  Dumping the database to tape

e Loading the database dump into a separate Adaptive Server to create
aduplicate database

¢ Running dbcc commands on the duplicate database

*  Running dbcc commandswith thefix options on appropriate objectsin
the original database, if errors are detected that can be repaired with
the fix options

Thedumpisalogical copy of the database pages; therefore, problems
found in the original database are present in the duplicate database. This
strategy is useful if you are using dumps to provide a duplicate database
for reporting or some other purpose.

Schedul ethe use of dbcc commandsthat lock objectsto avoid interference
with business activities. For example, dbcc checkdb acquireslocks on all

objectsin the database whileit performsthe check. You cannot control the
order inwhich it checksthe objects. If you are running an application that
usestable4, table5, and table6, and running dbcc checkdb takes 20 minutes
to complete, the application is blocked from accessing these tables, even

when the command is not checking them.

The more often you back up your databases and dump your transaction
logs, the more data you can recover in case of failure. You must decide
how much data you are willing to lose in the event of a disaster and
develop a dump schedul e to support that decision.
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After you schedule your dumps, decide how to incorporate the dbcc
commands into that schedule. You do not have to perform dbcc checks
before each dump; however, you may lose additional dataif a corruption
occursin the dumps.

Anideal timeto dump adatabaseis after you run acomplete check of that
database using dbcc checkstorage and dbcc checkcatalog. If these
commands find no errors in the database, you know that your backup
contains a clean database. You can correct problems that occur after
loading the dump by reindexing. Use dbcc tablealloc or indexalloc on
individual tables and indexesto correct allocation errors reported by dbcc
checkalloc.

Size of tables and importance of data

Answer the following questions about your data:

* How many tables contain highly critical data?
»  How often does that data change?

* How large are those tables?

dbcc checkstorage is a database-level operation. If only afew tables
contain critical data or datathat changes often, you may want to run the
table- and index-level dbcc commands more frequently on those tables
than you run dbcc checkstorage on the entire database.

Understanding the output from dbcc commands

dbcc checkstorage storesthe resultsin the dbcedb database. You can print
avariety of reports from this database. For details, see “ dbcc
checkstorage” on page 223.

The output of most other dbcc commands includes information that
identifies the objects being checked and error messages that indicate any
problem, the command finds in the object. When you run dbcc tablealloc
and dbcc indexalloc with fix, the output also indicates the repairs that the
command makes.

The following example shows dbcc tablealloc output for atable with an
allocation error:

dbcc tablealloc (tables)

Information from sysindexes about the object being checked:

240
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TABLE: tableb OBJID = 144003544
INDID=0 FIRST=337 ROOT=2587 SORT=0

Error message:

Msg 7939, Level 22, State 1:

Line 2:

Table Corrupt: The entry is missing from the OAM for object id
144003544 indid 0 for allocation page 2560.

Message indicating that the error has been corrected:

The missing OAM entry has been inserted.
Data level: 0. 67 Data Pages in 9 extents.

dbcc report on page allocation:

TOTAL # of extents = 9

Alloc page 256 (# of extent=1 used pages=8 ref pages=8)

EXTID:560 (Alloc page: 512) is initialized. Extent follows:

NEXT=0 PREV=0 OBJID=144003544 ALLOC=0xff DEALL=0x0 INDID=0 STATUS=0x0
Alloc page 512 (# of extent=2 used pages=8 ref pages=8)

Page 864 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0x1
Page 865 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0x3
Page 866 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0x7
Page 867 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0xf
Page 868 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0x1f
Page 869 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0x3f
Page 870 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: 0x7f
Page 871 allocated (Alloc page: 768 Extent ID: 864 Alloc mask: Oxff
Alloc page 768 (# of extent=1 used pages=8 ref pages=8)

Alloc page 1024 (# of extent=1 used pages=8 ref pages=8)

Alloc page 1280 (# of extent=1 used pages=8 ref pages=8)

Alloc page 1536 (# of extent=1 used pages=8 ref pages=8)

Alloc page 1792 (# of extent=1 used pages=8 ref pages=8)

Alloc page 2048 (# of extent=1 used pages=8 ref pages=8)

(Other output deleted.)

Information on resources used:

Statistical information for this run follows:
Total # of pages read = 68

Total # of pages found cache = 68

Total # of physical reads = 0

Total # of saved I/0 = 0

Message printed on completion of dbcc command:

DBCC execution completed. If DBCC printed error messages, contact a user with

System Administrator (SA) role.
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Errors generated by database consistency problems

Errors generated by database consistency problems encountered by dbcc
checkstorage are documented in the dbcc_types table. Most arein the
ranges 5010 — 5024 and 100,000 — 100,038. For information on specific
errors, see “dbcc_types’ on page 1388 of the Reference Manual. dbcc
checkstorage records two kinds of faults; soft and hard. For information,
see “Comparison of soft and hard faults’ on page 243.

Errors generated by database consistency problems encountered by dbcc
commands other than dbcc checkstorage usually have error numbers from
2500 — 2599 or from 7900 — 7999. These messages, and others that can
result from database consistency problems (such as Error 605), may
include phrases like “ Table Corrupt” or “ Extent not within segment.”

Some messages indicate severe database consistency problems; othersare
not so urgent. A few may require help from Sybase Technical Support, but
most can be solved by:

e Running dbcc commands that use the fix option

e Following the instructionsin the Error Messages and
Troubleshooting Guide, which contains step-by-step instructions for
resolving many database errors found by dbcc

Whatever techniques are required to solve the problems, the solutions are
much easier when you find the problem soon after the occurrence of the
corruption or inconsi stency. Consistency problemscan exist on data pages
that are not used frequently, such as atable that is updated only monthly.
dbce can find, and often fix, these problems for you.

Reporting on aborted checkstorage and checkverify operations
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When a checkstorage or checkverify operation aborts, it prints a message
that contains the operation’s operation id (opid) and the name of the
database that was being examined when the operation aborted. An aborted
checkverify operation also provides a sequence number in the message,
whichinstructsthe user torunsp_dbcc_patch_finishtime, with the provided
dbname, opid, and (if it was acheckverify operation), the sequence number,
seq. After executing sp_dbcc_patch_finishtime, you can create fault reports
on the aborted operation.
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Comparison of soft and hard faults

When dbcc checkstorage finds afault in the target database, it is recorded
inthedbcc_faults table aseither asoft fault or ahard fault. Thefollowing
sections describe the two kinds of faults. For more information, see
“Verifying faults with dbcc checkverify” on page 244.

Soft faults

A soft fault isan inconsistency in Adaptive Server that is usually not
persistent. Most soft faults result from temporary inconsistenciesin the
target database caused by user updates to the database during dbcc
checkstorage or when dbcc checkstorage encounters data definition
language (DDL) commands. These faults are not repeated when you run
the command a second time. You can reclassify soft faults by comparing
the results of the two executions of dbcc checkstorage or by running dbcc
tablealloc and dbcc checktable after dbcc checkstorage finds soft faults.

If the same soft faults occur in successive executions of dbcc checkstorage,
they are “persistent” soft faults, and may indicate a corruption. If you
execute dbcc checkstorage in single-user mode, the soft faultsreported are
“persistent” soft faults. You can resolve these faults by using
sp_dbcc_differentialreport or by running dbcc tablealloc and dbcc
checktable. If you usethelatter two commands, you need to check only the
tables or indexes that exhibited the soft faults.

Hard faults

A hard fault is a persistent corruption of Adaptive Server that cannot be
corrected by restarting Adaptive Server. Not al hard faults are equally
severe. For example, each of the following situations cause a hard fault,
but the results are different:

e A pagethat isallocated to a nonexistent table minimally reduces the
available disk storage.

e A table with some rows that are unreachable by a scan might return
the wrong resuilts.

e A tablethat islinked to another table causes the query to stop.

Some hard faults can be corrected by simple actions such astruncating the
affected table. Others can be corrected only by restoring the database from
a backup.
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Verifying faults with dbcc checkverify

dbce checkverify examines the results of the most recent checkstorage
operation and reclassifies each soft fault as either a hard fault or an
insignificant fault. checkverify acts as a second filter to remove spurious
faults from the checkstorage results.

How dbcc checkverify works

244

checkverify reads the recorded faults from dbcc_faults and resolves each
soft fault through a procedure similar to that used by the checkstorage
operation.

Note checkverify locksthetableagainst concurrent updates, which ensures
that the soft faults are reclassified correctly. checkverify does not find
errors that have occurred since the last run of checkstorage.

checkverify records information in the dbcc_operation_log and
dbcc_operation_results tables the same way that checkstorage does. The
recorded value of opid isthe same as the opid of the last checkstorage
operation. checkverify updates the status column in the dbcc_faults table
and insertsarow in the dbcc_fault_params table for the faultsit processes.

checkverify does not use the scan or text workspaces.

Each fault found by checkstorage is verified by checkverify as one of the
following:

* A hard fault classified as such by checkstorage.

* A soft fault reclassified as hard by checkverify because concurrent
activity was ruled out as the cause.

» A soft fault confirmed to be soft by checkverify. Some soft faults that
appear when there is no concurrent activity in the database do not
represent a significant hazard and are not reclassified as hard. A soft
fault isnot reclassified if it isinformational only and not a corruption.

» A soft fault reclassified asinsignificant becauseit can be attributed to
concurrent activity or because subsequent activity masked the
original inconsistency.
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A fault that isassigned code 100011 (text pointer fault) by checkstorage is
verified as hard if the text column has a hard fault. If it does not, it is
reclassified as soft.

A fault that is assigned code 100016 (page allocated but not linked) by
checkstorage isverified ashard if the samefault appearsin two successive
checkstorage operations. Otherwise, it isreclassified as soft.

When afault that is assigned code 100035 (spacebits mismatch) by
checkstorage isverified ashard, you can repair it by using dbcc checktable.

When checkverify confirms hard faults in your database, follow the same
procedures as you did in previous versions of Adaptive Server to correct
the faults.

checkverify classifies the following fault codes as soft faults:
* 100020 — check aborted.

* 100025 — row count fault.

e 100028 — page allocation off current segment.

When to use dbcc checkverify

You can verify persistent faults by running checkverify anytime after
running checkstorage, even after an extended period of hours or days.
However, when deciding your schedule, keep in mind that the database
state changes over time, and the changes can mask both soft faults and
hard faults.

For example, apagethat islinked to atable but not allocated isahard fault.
If the table is dropped, the fault is resolved and masked. If the pageis
allocated to another table, the fault persists but its signature changes. The
page now appearsto be linked to two different tables. If the pageis
reallocated to the same table, the fault appears as a corrupt page chain.
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Persistent faults that are corrected by a subsequent database change
usually do not pose an operational problem. However, detecting and
quickly verifying these faults may locate a source of corruption before
more serious problems are encountered or before the signature of the
original fault changes. For this reason, Sybase recommends that you run
checkverify as soon as possible after running dbcc checkstorage.

Note When checkstorage is executed with the target database in single-
user mode, there will be no soft faults and no need to execute checkverify.

checkverify runs only one time for each execution of checkstorage.
However, if checkverify isinterrupted and does not complete, you can run
it again. The operation resumes from where it was interrupted.

checkverify may take along time to complete when processing very large
databases. During this time, checkverify does not provide you with any
indication of when it will finish. To get astatusfor the checkverify, use the
command_status_reporting command. When the check_status_reporting is
on, the checkverify gives progress status reports. The default valueis off.

To turn the option on, issue the following command:
set command status reporting on
The results appear as.

1> dbcc checkverify (pubs2)
2> go

Verifying faults for’pubs2’.

Verifying faults for table 'tl'. The total number of tables to verify is 5. This
is table number 1.

Verifying faults for table 't2'. The total number of tables to verify is 5. This
is table number 2.

Verifying faults for table 't3'. The total number of tables to verify is 5. This
is table number 3.

Verifying faults for table 't4'. The total number of tables to verify is 5. This
is table number 4.

Verifying faults for table 't5'. The total number of tables to verify is 5. This
is table number 5.

DBCC CHECKVERIFY for database ’'pubs2’ sequence 4 completed at Apr 9 2003
2:40PM. 72 suspect conditions were resolved as faults, and 11 suspect conditions
were resolved as harmless. 0 objects could not be checked.
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How to use dbcc checkverify
The syntax is:
dbcc checkverify(dbnamel[,thiname [,ignore_exclusions]])

Where dbname is the name of the database to check, tbiname is the name
of the table on which checkverify is to operate, and ignore_exclusionsis
either O the default (enables the exclusion list) or 1 (disable the exclusion
list).

checkverify operates on the results of the last completed checkstorage
operation for the specified database only.

When the checkverify operation is complete, Adaptive Server returns the
following message:

DBCC checkverify for database name, sequence

n completed at date time. n suspect conditions
resolved as faults and n resolved as innocuous.
n checks were aborted.

Thefollowing exampleruns checkverify on thetabletab with exclusionlist
disabled, in the database my db:

dbcc checkverify (my db, tab)

Torun dbce checkverify ontabletab, in database my db, with theexclusion
list enabled, enter:

dbcc checkverify (my db, tab, 0)

To rundbcc checkverify on tabletab, in database my _db, with the exclusion
list disabled, enter:

dbcc checkverify (my db, tab, 1)

You can run checkverify automatically after running checkstorage by using
sp_dbcc_runcheck.

You can exclude tables, faults, and table or fault combinations from
checkverify. Use sp_dbcc_exclusions to indicate which items you want
excluded from checkverify. sp_dbcc_exclusions is dynamic; that is,
checkverify immediately excludes the items you specify in
sp_dbcc_exclusions. Once you exclude these objects from checkverify, it
does not report on them the next time you run the command. .

You can disable the exclusion list support by entering avalue of 1 for the
checkverify parameter, ignore_exclusions.
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Dropping a damaged database

Use dbcc dbrepair dropdb from the master database to drop a damaged
database. No users, including the user running dbrepair, can be using the
database when it is dropped.

The syntax for dbcc dbrepair is:
dbcc dbrepair (database_name, dropdb)

The Transact-SQL command drop database does not work on a database
that cannot be recovered or used.

Preparing to use dbcc checkstorage

Before you can use dbcc checkstorage, you must configure Adaptive
Server and set up the dbcedb database. Table 10-3 summarizes the steps
and commands in the order you should use them.

Each action is described in detail in the following sections. The examples
in this section assume a server that uses 2K logical pages.

Warning! Do not attempt to perform the actions or use the commandsin
Table 10-3 before you read the information in the referenced section. You
must understand the consegquences of each action before you make any
changes.

Table 10-3: Tasks for preparing to use dbcc checkstorage

For this action See Use this command
1. Obtain recommendations for “Planning resources’ on use master
database size, devices (if dbccdb does  page 249 sp_plan_dbccdb

not exist), workspace sizes, cache size,  «pjannjing workspace size”
and the number of worker processesfor o, page 251

the target database.

2. If necessary, adjust the number of “Configuring worker sp_configure

worker processes that Adaptive Server  processes’ on page 253 number of worker processes
uses.

memory per worker processes

3. Optional — create anamed cachefor  “Setting up a named cache  sp_cacheconfig

dbcc.

for dbcc” on page 255

4. Configure your buffer pool.

248

“Configuringan8-pagel/O  sp_poolconfig
buffer pool” on page 256
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For this action

See Use this command

5. If dbcedb aready exists, drop it and drop database
all associated devices before creating a

new dbccdb database.

6. Initialize disk devicesfor thedbccdb  “Allocating disk spacefor  disk init

data and the log.

dbcedb” on page 257

7. Optional — create dbccdb on the data create database

disk device.

8. Optional —add disk segments.

“Segments for use dbccdb
workspaces’ on page 257

9. Populate the dbccdb database and isql -Usa -P -i

install dbcc stored procedures.

Planning resources

$SYBASE/ASE-
12 5/scripts/installdbccdb

Note dbcc checkstorage runsits checks against the database on disk. If the
corruption isonly in memory, dbcc may not detect it. To ensure
consistency between two sequentia dbcc checkstorage commands, first
run a checkpoint. However, this can have the side-effect of turning a
transient memory corruption into corruption on disk.

Selecting the appropriate device and size for dbccdb is critical to the
performance of dbcc checkstorage operations. sp_plan_dbccdb provides
configuration recommendations or facts for the specified target database
depending on whether dbccdb exists or not. You use this information to
configure Adaptive Server and set up the dbccdb database.

Examples of sp_plan_dbccdb output

If dbccdb does not exist, sp_plan_dbcedb returns;

e Minimum size for dbccdb

» Devicesthat are suitable for dbccdb

e Minimum sizes for the scan and text workspaces
e Minimum cache size

*  Number of worker processes
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The values recommended for the cache size are approximate because the
optimum cache size for dbccdb depends on the pattern of the page
allocation in thetarget database. The following example from aserver that
uses 2K logical pages shows the output of sp_plan_dbccdb for the pubs2
database when dbccdb does not exist:

sp_plan dbccdb pubs2

Recommended size for dbccdb is 4MB.

Recommended devices for dbcecdb are:

Logical Device Name Device Size Physical Device Name
sprocdev 28672 /remote/SERV/sprocs_dat
tun dat 8192 /remote/SERV/tun_dat
tun log 4096 /remote/SERV/tun_log

Recommended values for workspace size, cache size and process count are:

dbname scan ws text ws cache process count
pubs?2 64K 64K 640K 1
(return status = 0)

If dbccdb already exists, sp_plan_dbcedb returns:

e Minimum sizefor dbccdb

e Sizeof existing dbccdb database

e Minimum sizes for the scan and text workspaces
e Minimum cache size

*  Number of worker processes

Thefollowing example showsthe output of sp_plan_dbccdb for the pubs2
database when dbccdb already exists:

sp_plan dbccdb pubs2

Recommended size for dbccdb database is 23MB (data = 21MB, log = 2MB).
dbccdb database already exists with size 8MB.
Recommended values for workspace size, cache size and process count are:

dbname scan ws text ws cache process count
pubs?2 64K 48K 640K 1
(return status = 0)
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If you plan to check more than one database, use the name of the largest
one for the target database. If you do not provide atarget database name,
sp_plan_dbcedb returns configuration values for all databaseslisted in
master..sysdatabases, as shown in the following example:

sp_plan dbccdb

Recommended size for dbccdb is 4MB.

dbccdb database already exists with size 8MB.

Recommended values for workspace size, cache size and process count are:

dbname scan ws text ws cache process count
master 64K 64K 640K 1
tempdb 64K 64K 640K 1
model 64K 64K 640K 1
sybsystemprocs 384K 112K 1280K 2
pubs2 64K 64K 640K 1
pubs3 64K 64K 640K 1
pubtune 160K 96K 1280K 2
sybsecurity 96K 96K 1280K 2
dbccdb 112K 96K 1280K 2

For more information, see“sp_plan_dbccdb” in the Reference Manual.

Planning workspace size

Two workspaces are required for dbcedb: scan and text. Space
reguirementsfor the workspaces depend on the size of the largest database
that will be checked. To run concurrent dbcc checkstorage operations, to
set up additional workspaces.

Determining the slze for the largest database to be checked

Different databases can use the same workspaces. Therefore, the
workspaces must be large enough to accommaodate the largest database
with which they will be used.

Note sp_plan_dbccdb suggestsworkspace sizes—thefollowing detailsfor
determining the workspace size are provided for background information
only.
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Each page in the target database is represented by one 18-byte row in the
scan workspace. This workspace should be approximately 1.1 percent of
the target database size.

Every non-null text column in the target database inserts a 22-byterow in
the text workspace. If there are n non-null text columnsin the target
database, the size of the text workspace must be at least (22 * n) bytes. The
number of non-null text columns is dynamic, so allocate enough space for
the text workspace to accommodate future demands. The minimum space
required for the text workspace is 24 pages.

Number of workspaces that can be used concurrently

You can configure dbcedb to run dbcce checkstorage concurrently on
multiple databases. Thisis possible only when the second and subsegquent
dbcc checkstorage operations have their own dedicated resources. To
perform concurrent dbcc checkstorage operations, each operation must
have its own scan and text workspaces, worker processes, and reserved
cache.

The total space requirement for workspaces depends on whether the user
databases are checked serially or concurrently. If you run dbcc
checkstorage operations serially, the largest scan and text workspaces can
be used for al user databases. If you run dbcc checkstorage operations
concurrently, set dbccdb to accommodate the largest workspaces that will
be used concurrently. Determine the workspace sizes by adding the sizes
of the largest databases that will be checked concurrently.

For more information, see “ dbccdb workspaces’ in Chapter 59, “dbcedb
Tables’ in the Reference Manual.

Automatic workspace expansion

252

The sp_dbcc_updateconfig. . automatic workspace expansion option
indicates whether checkstorage can resize the workspace, if necessary.

At the beginning of a checkstorage run, the size of the workspace is
validated. If more space is needed, and automatic workspace expansion is
enabled, checkstorage automatically expands the workspace if adequate
spaceisavailable on the respective segments. If more spaceis needed, and
automatic workspace expansion isnot enabled, checkstorage exits and
prints an informative message.

A value of 1 enables automatic workspace expansion (the default value). A
value of 0 disables enable automatic workspace.
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For example, to enable automatic workspace expansion for the database
my_db:

sp_dbcc_updateconfig my db, ‘enable automatic
workspace expansion’, ‘1’

To disable automatic workspace expansion for the database my db:

sp_dbcc _updateconfig my db, ‘enable automatic
workspace expansion’, ‘0’

Default scan and text workspaces
Default scan and text workspaces are created when the installdbccdb script
isrun. The name of the default scan workspaceis def$scan$ws and itssize
is 256K. The default text workspace is named def$text$ws and its sizeis
128K. These default workspaces are used if you have not configured
default workspaces and the target database does not have configured
workspace values.

Configuring Adaptive Server for dbcc checkstorage

This section provides information on configuring Adaptive Server for
dbcc checkstorage.

Configuring worker processes
The following parameters affect dbcc checkstorage:
e maxworker processes —set this parameter with sp_dbcc_updateconfig.

It updates the value of max worker processes in the dbcc_config table
for each target database.

e number of worker processes— Set this configuration parameter with
sp_configure. It updates the server_name.cfg file.

e memory per worker process — Set this configuration parameter with
sp_configure. It updates the server_name.cfg file.

After changing the value of the sp_configure parameters, you must restart
Adaptive Server for the change to take effect. For details, see Chapter 5,
“ Setting Configuration Parameters.”
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max worker processes specifiesthe maximum number of worker processes
used by dbcc checkstorage for each target database, while number of worker
processes specifies the total number of worker processes supported by
Adaptive Server. Worker processes are not dedicated to running dbcc
checkstorage operations.

Set the value for number of worker processes high enough to allow for the
number of processes specified by max worker processes. A low number of
worker processes reduces the performance and resource consumption of
dbcc checkstorage. dbcc checkstorage cannot use more processes than the
number of database devices used by the database. Cache size, CPU
performance, and device sizes might suggest alower worker processes
count. If there are not enough worker processes configured for Adaptive
Server, dbce checkstorage does not run.

maximum parallel degree and maximum scan parallel degree have no effect
on the parallél functions of dbcc checkstorage. When maximum parallel
degree issetto 1, parallelism in dbcc checkstorage is not disabled.

dbcc checkstorage requires multiple processes, so number of worker
processes must be set to at least 1 to allow for a parent process and a
worker process.

sp_plan_dbccdb recommends values for the number of worker processes,
depending on database size, number of devices, and other factors. You can
use smaller valuesto limit theload onyour system. dbcc checkstorage may
use fewer worker processes than sp_plan_dbccdb recommends or fewer
than you configure.

Using more worker processes does not guarantee faster performance. The
following scenario describes the effects of two different configurations:

An 8GB database has 4GB of dataon disk A and 0.5GB of data on each of
thedisksB, C,D, E, F, G H, and I.

With 9 worker processes active, thetimeit takesto run dbcc checkstorage
is 2 hours, which isthe timeit takes to check disk A. Each of the other 8
worker processes finishesin 15 minutes and waits for the disk A worker
process to finish.

With 2 worker processes active, thetimeit takesto run dbcc checkstorage
isstill 2 hours. Thefirst worker process processes disk A and the other
worker processprocessesdisksB, C, D, E, F, G H, and |. Inthiscase, there
isno waiting, and resources are used more efficiently.
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memory per worker process specifies the total memory allocation for
worker processes support in Adaptive Server. The default valueis
adequate for dbcc checkstorage.

Setting up a named cache for dbcc

If you use anamed cache for dbcc checkstorage, you might need to adjust
the Adaptive Server configuration parameters.

During a dbcc checkstorage operation, the workspaces are temporarily
bound to a cache which is aso used to read the target database. Using a
named cache that is dedicated to dbcc minimizes the impact of the
database check on other users and improves performance. You can create
a separate cache for each dbcc checkstorage operation that runs
concurrently, or you can create one cache that is large enough to fit the
total requirements of the concurrent operations. The size required for
optimum performance depends on the size of the target database and
distributions of datain that database. dbcc checkstorage requires a
minimum of 640K of buffers (each buffer is one extent) per worker
processin the named cache.

For best performance, assign most of the dedicated cacheto the buffer pool
and do not partition the cache. The recommended cache sizeisthe
minimum size for the buffer pool. Add the size of the one page pool to this
value.

If you dedicate a cache for dbcc checkstorage, the command does not
reguire more than the minimum one page buffer pool. If the cacheis
shared, you can improve the performance of dbcc checkstorage by
increasing the buffer pool size before running the operation, and reducing
the size after the operation is complete. The buffer pool requirements are
the same for ashared cache. However, while a shared cache may meet the
size requirement, other demands on the cache might limit the buffer
availability to dbcc checkstorage and greatly impact the performance of
both checkstorage and Adaptive Server as awhole.

Warning! Do not use cache partitionsin a cache being used for dbcc
checkstorage.

To configure Adaptive Server with a named cache for dbcc checkstorage
operations, use sp_cacheconfig and sp_poolconfig. See Chapter 4,
“Configuring Data Caches.”
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Configuring an 8-page I/0O buffer pool

dbcc checkstorage requires al/O buffer pool of one extent. Use
sp_poolconfig to configure the pool size and verify that the pool has been
configured properly. The pool size is stored in the dbcc_config table.

The size of the dbcc checkstorage buffer pool isthe page size multiplied
by 16. The dbcc checkstorage buffer pool requirements for the different
page sizes are:

o 2k page server) * (8 extents) = 16k buffer pool
o 4k page server) * (8 extents) = 32k buffer pool
o 8k page server) * (8 extents) = 64k buffer pool
» 16k page server) * (8 extents) = 128k buffer pool

Thefollowing exampl e showshow to usesp_poolconfig to set a16K buffer
pool for “master_cache” on aserver configured for 2K logical pages. The
named cache is created for the master database.

1> sp _poolconfig "master cache", "1024K", "16K"
2> go
(return status = 0)

The following example shows that the buffer pool for the private cache
“master_cache” is set:

1> sp poolconfig "master cache"

2> go
Cache Name Status Type Config Value Run Value
master cache Active Mixed 2.00 Mb 2.00 Mb
Total 2.00 Mb 2.00 Mb

Cache: master cache, Status: Active, Type: Mixed

Config Size: 2.00 Mb, Run Size: 2.00 Mb

Config Replacement: strict LRU, Run Replacement: strict LRU
IO Size Wash Size Config Size Run Size APF Percent
2 Kb 512 Kb 0.00 Mb 1.00 Mb 10
16 Kb 192 Kb 1.00 Mb 1.00 Mb 10

(return status = 0)

For more information on sp_poolconfig, see the Reference Manual.
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Allocating disk space for dbccdb

Additional disk storageisrequired for the dbccdb database. Because dbcc
checkstorage uses dbccdb extensively, place dbccdb on adevice that is
separate from other database devices.

Note Do not create dbccdb on the master device. Make sure that the log
devices and data devices for dbccdb are separate.

Segments for workspaces

By dedicating segments for workspaces, you can control the workspace
placement and improve the performance of dbcc checkstorage
performance. When you dedicate new segments for the exclusive use of
workspaces, unmap the devices attached to these segments from the
default segment with sp_dropsegment.

Creating the dbccdb database

[ICreating the dbccdb database

1 Runsp plan_dbcedb inthe master database to obtain
recommendations for database size, devices, workspace sizes, cache
size, and the number of worker processes for the target database. For
example, suppose you run sp_plan_dbccdb with pubs2 as the target
database when dbccdb did not exist:

use master

go
sp_plan dbccdb pubs2
go

The following output appears:

Recommended size for dbccdb is 23MB (data = 21MB, log = 2MB).

Recommended devices for dbccdb are:

Logical Device Name Device Size Physical Device Name
sprocdev 28672 /remote/SERV/sprocs dat
tun dat 8192 /remote/SERV/tun_dat
tun_log 4096 /remote/SERV/tun_log
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Recommended values for workspace size, cache size and process count are:
dbname scan ws text ws cache process count

pubs2 64K 64K 640K 1

For details on the information provided by sp_plan_dbccdb, see
“Planning resources’ on page 249.

2 If dbcedb already exists, drop it and all associated devices before
creating anew dbccdb database:

use master

go

if exists (select * from master.dbo.sysdatabases
where name = "dbccdb")

begin
print "+++ Dropping the dbccdb database™"
drop database dbccdb

end

go

3 Usedisk init toinitialize disk devices for the dbccdb data and the log:

use master

go

disk init
name = "dbccdb dat",
physname = "/remote/disks/masters/",
size = "4096"

go

disk init
name = "dbccdb log",
physname = "/remote/disks/masters/",
size = "1024™"
go
4  Usecreate database to create dbccdb on the data disk device that you
initialized in step 3:
use master
go

create database dbccdb
on dbccdb _dat = 6
log on dbccdb log = 2
go
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5 Optional — add segments for the scan and text workspaces to the
dbccdb datadevice:

use dbccdb

go

sp_addsegment scanseg, dbccdb, dbccdb dat
go

sp_addsegment textseg, dbccdb, dbccdb dat
go

6 Createthetablesfor doccdb and initialize the dbce_types table:
isgl -Ujms -P***** -jinstalldbccdb

Theinstalldbccdb script checksfor the existence of the database before
it attempts to create the tables. It creates only those tables that do not
aready exist in dbccdb. If any of the dbcedb tables become corrupted,
remove them with drop table, and then use installdbccdb to re-create
them.

7 Create and initialize the scan and text workspaces:

use dbccdb|

go|

sp _dbcc createws dbccdb, scanseg, scan pubs2, scan, "64K"|
sp_dbccvreatews dbccdb, textseg, text pubs2, text, "64K"

When you have finished installing dbccdb, you must update the
dbce_config table.

Updating the dbcc_config table

The dbce_config table describes the currently executing or last completed
dbcc checkstorage operation. It defines:

e Thelocation of resources dedicated to the dbcc checkstorage
operation

«  Resource usage limits for the dbcc checkstorage operation

This section describes how to update the valuesin thistable.
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Adding default configuration values with sp_dbcc_updateconfig

sp_dbcc_updateconfig allows you to provide default configuration values
for dbcc configuration parameters. In earlier versions of Adaptive Server,
you provided individual configuration valuesfor every database that
checkstorage analyzed. Although you can till provide these configuration
values for an individual database, you can now set default values that are
applicableto all databases that do not have a corresponding configuration
value (that is, configuration values cannot conflict).

The syntax for sp_dbcc_updateconfig has not changed; to configure the
default values, enter anull dbname parameter for sp_dbcc_updateconfig.

For example, after issuing the following, the dbcc configuration parameter
max worker processes has a default value of 2:

sp_dbcc updateconfig null, ‘max worker processes’,
Vo

To configure a different value for a specific database, subgtitute the
database name for the null value in the command above:

sp_dbcc_updateconfig my db, ‘max worker processes’,
v

Deleting configuration values with sp_dbcc_updateconfig

sp_dbcc_updateconfig accepts delete as avalue for the str1 parameter,
which allows you to delete configuration values that you have set on
databases. The syntax is:

sp_dbcc_updateconfig dbname, ‘config_parameter’, ‘delete’

For example, to delete the default value of the max worker processes
configuration parameter, enter:

sp_dbcc_updateconfig null, ‘max worker processes’, ‘delete’

To delete the value of the max worker processes configuration parameter
for the database my_db, enter:

sp _dbcc updateconfig my db, ‘max worker processes’, ‘delete’
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Viewing the current configuration values

The sp_dbcc_configeport defaults parameter allows you to view the
configured default values. The defaults parameter is optional, and is
ignored if dbnameis not null. Valid values for the defaults parameter are
true or false (the default). A value of true indicatesthat you want to display
only the default on the configured values. A value of false indicates that
you want to view all configured values.

The syntax for sp_dbcc_configreport is:
sp_dbcc_configreport [dbname [, defaults [true | false]]]

For example to view only the configured default values, enter true for the
defaults parameter:

sp_dbcc_configreport null, ‘true’

To view all configured values, do not provide avalue for the defaults
parameter, or use “false:”

sp_dbcc configreport
Or,

sp_dbcc configreport null, ‘false’

Maintaining dbccdb
You occasionally need to perform maintenance tasks on dbccdb.
e Reevauate and update the configuration using:

e sp_dbcc_evaluatedb — recommends values for configuration
parameters using the results of previous dbcc checkstorage
operations.

e sp_dbcc_updateconfig —updatesthe configuration parametersfor
the specified database.

e Clean up obsolete datain dbccdb:

e sp_dbcc_deletedb —deletes all the information on the specified
database from dbccdb.

* sp_dbcc_deletehistory — deletes the results of the dbce
checkstorage operations on the specified database from dbccdb.
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¢ Remove unnecessary workspaces.
e Perform consistency checks on dbccdb itself.

The following sections describe the maintenance tasksin greater detail.

Reevaluating and updating dbccdb configuration

If the characteristics of user databases change, use sp_dbcc_evaluatedb to
reevaluate the current dbccdb configuration and recommend more suitable
values.

The following changes to user databases might affect the dbccdb
configuration, as follows:

*  When auser database is created, deleted or atered, the size of the
workspaces and named cache, or the number of worker threads stored
in the dbcc_config table might be affected.

»  Changesin the named cache size or worker process count for
dbcc_checkstorage may require you to reconfigure buffer cache and
worker processes.

If the results of dbcc checkstorage operations are available for the target
database, use sp_dbcc_evaluatedb to determine new configuration values.
sp_dbcc_configreport also reports the configuration parameters for the
specified database.

Use sp_dbcc_updateconfig to add new databases to the dbcc_config table
and to change the configuration valuesin dbcc_config to reflect the values
recommended by sp_dbcc_evaluatedb.

Cleaning up dbccdb

Adaptive Server stores data generated by dbcc checkstorage in dbccdb.
You should periodically clean up dbccdb by usingsp_dbcc_deletehistory to
delete data for the target database that was created before the date you
specify.

When you delete a database, you should also delete from dbccdb all
configuration information and dbcc checkstorage results related to that
database. Use sp_dbcc_deletedb to delete all database information from
dbccdb.

262 Adaptive Server Entreprise



CHAPTER 10 Checking Database Consistency

Removing workspaces
You may need to remove unnecessary workspaces. In dbccdb, issue:

drop table workspace name

Performing consistency checks on dbccdb

The limited update activity in the dbccdb tables should make corruption
less frequent. Two signs of corruption in dbccdb are:

e Failure of dbcc checkstorage during the initialization phase, as it
evaluates the work that needs to be performed, or during the
completion phase, when it records its results

* Lossof information about faults resulting from corruption in the
recorded faults, found by dbcc checkstorage

A severe corruption in dbccdb may cause dbcc checkstorage to fail. For
dbcc checkstorage to locate severe corruptionsin dbccdb, you can create
an alternate database, dbccalt, which you use only for checking dbccdb.
Create dbccalt using the same process that you used to create dbccdb as
described in “ Preparing to use dbcc checkstorage” on page 248.

If no free devices are available for dbccalt, you can use any devicethat is
not used by the master database or dbccdb.

dbcc checkstorage and the dbcc system procedures function the samewith
dbccalt asthey do with dbccdb. When the target database is dbccdb, dbee
checkstorage uses dbccalt, if it exists. If dbccalt does not exist, dbcedb can
be checked using itself asthe management database. If the target database
isdbccdb and dbccalt exists, the results of dbcc checkstoragez operations
on dbcedb are stored in dbccalt. If dbccalt does not exist, the results are
stored in dbccdb itself.

Alternatively, dbcc checkalloc and dbcc checktable can be used to check
dbccdb.

If dbccdb becomes corrupted, you can drop it and re-create it or load an
older version from a backup. If you drop it, some of its diagnostic history
islost.
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Generating reports from dbccdb

Several dbcc stored procedures are provided with dbccdb so that you can
generate reports from the data in dbccdb.

Reporting a summary of dbcc checkstorage operations

sp_dbcc_summaryreport reportsall dbcc checkstorage operationsthat were
completed for the specified database on or before the specified date. The
following example shows output from this command:

sp_dbcc_ summaryreport

DBCC Operation : checkstorage

Database Name Start time End Time Operation ID
Hard Faults Soft Faults Text Columns Abort Count
User Name

sybsystemprocs 05/12/1997 10:54:45 10:54:53 1
0 0 0 0
sa
sybsystemprocs 05/12/1997 11:14:10 11:14:19 2
0 0 0 0
sa

For details, see Chapter 10, “dbcc Stored Procedures,” in the Reference
Manual.

Reporting configuration, statistics and fault information
sp_dbcc_fullreport runs these reports in the order shown:

»  sp_dbcc_summaryreport —for an example, see“ Reporting a summary
of dbcc checkstorage operations’ on page 264.

*  sp_dbcc_configreport —for an example, see” Displaying configuration
information for atarget database” on page 265.

»  sp_dbcc_statisticsreport —for an example, see “ Reporting statistics
information from dbcc_counter” on page 266.

*  sp_dbcc_faultreport short —for an example, see “ Reporting faults
found in a database object” on page 265.
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Displaying configuration information for a target database

Use sp_dbcc_configreport to generate a report of the configuration
information for atarget database. The foll owing example shows output
from this command:

sp_dbcc_configreport

Reporting configuration information of database sybsystemprocs.

Parameter Name

database name

dbcc named cache

text workspace

scan workspace

max worker processes
operation sequence number

Value

sybsystemprocs

default data cache

textws 001 (id = 544004969)
scanws_001 (id = 512004855)
1

2

Size

51200K
1024K
128K
1024K

Comparing results of dbcc checkstorage operations

sp_dbcc_differentialreport compares the results of the dbcc checkstorage
operations completed for the specified database object on the specified
dates. The following example shows output from this command:

"01/01/96",

sp_dbcc _differentialreport master, sysprocedures,

checkstorage, "01/02/96"

The following changes in dbcc counter values for the object "sysprocedures" in
database master have been noticed between 01/01/96 and 01/02/96.

Description Datel
pages used 999
pages reserved 1000
page extent gaps 64

Date2

1020
1024
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Reporting faults found in a database object

sp_dbcc_faultreport reports faultsin the specified database object that
occurred on or before the specified date. You can generate a short or long
report. The following example shows a short report:

sp_dbcc_faultreport ’short’
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Database Name : sybsystemprocs
Table Name Index Type Code Description Page Number
sysprocedures 0 100031 page not allocated 5702
sysprocedures 1 100031 page not allocated 14151
syslogs 0 100022 chain start error 24315
syslogs 0 100031 page not allocated 24315

The following example shows part of the output of along report for the
sybsystemprocs database. The compl ete report repeats the information for
each object in the target database.

sp_dbcc_faultreport 'long'

Generating 'Fault Report' for object sysprocedures in database sybsystemprocs.

Type Code: 100031; Soft fault, possibly spurious
Page reached by the chain is not allocated.
page id: 14151
page header:
0x00003747000037880000374600000005000648B803EF0001000103FEQ080000F
Header for 14151, next 14216, previous 14150, id = 5:1

time stamp = 0x0001000648B8, next row = 1007, level = 0

free offset = 1022, minlen = 15, status = 128 (0x0080)

Reporting statistics information from dbcc_counter

sp_dbcc_statisticsreport reports statistics information from the
dbcc_counter table generated by dbcc checkstorage on or before the
specified date. The following example shows output from this command:

sp_dbcc_statisticsreport 'sybsystemprocs',
'sysobjects'

Statistics Report on object sysobjects in database sybsystemprocs

Parameter Name Index Id Value
count 0 160.0
max size 0 99.0
max count 0 16.0
bytes data 0 12829.0
bytes used 0 15228.0
count 1 16.0
max size 1 9.0
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max level 1 0.0

max count 1 16.0

bytes data 1 64.0

bytes used 1 176.0

count 2 166.0

max level 2 1.0

max size 2 39.0

max count 2 48.0

bytes data 2 3092.0

bytes used 2 4988.0

Parameter Name Index Id Partition Value Dev_name
page gaps 0 1 16.0 master
pages used 0 1 17.0 master
extents used 0 1 3.0 master
overflow pages 0 1 0.0 master
pages overhead 0 1 1.0 master
pages reserved 0 1 6.0 master
page extent gaps 0 1 7.0 master
ws buffer crosses 0 1 7.0 master
page extent crosses 0 1 7.0 master
page gaps 1 1 1.0 master
pages used 1 1 2.0 master
extents used 1 1 1.0 master
overflow pages 1 1 0.0 master
pages overhead 1 1 1.0 master
pages reserved 1 1 6.0 master
page extent gaps 1 1 0.0 master
ws buffer crosses 1 1 0.0 master
page extent crosses 1 1 0.0 master
page gaps 2 1 5.0 master
pages used 2 1 8.0 master
extents used 2 1 1.0 master
overflow pages 2 1 0.0 master
pages overhead 2 1 1.0 master
pages reserved 2 1 0.0 master
page extent gaps 2 1 0.0 master
ws buffer crosses 2 1 0.0 master
page extent crosses 2 1 0.0 master
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Upgrading compiled objects with dbcc upgrade_object
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Adaptive Server version 11.9.3 introduced the process of upgrading
compiled objects based on their source text. Compiled objects are:

*  Check constraints

» Defaults

* Rules

»  Stored procedures (including extended stored procedures)
e Triggers

* Views

The sourcetext of each compiled object isstored inthe syscomments table,
unlessit has been manually deleted. When you upgrade the server, the
existence of the sourcetext in syscomments isverified during that process.
However, the compiled objects are not actually upgraded until they are
invoked.

For example, if you have a user-defined stored procedure named list_proc,
the presence of source text for list_proc is verified when you upgrade to
Adaptive Server 12.5.x. Thefirst timelist_proc isinvoked after the
upgrade, Adaptive Server detectsthat thelist_proc compiled object has not
been upgraded. Adaptive Server recompileslist_proc, based on the source
text in syscomments. The newly compiled object is then executed.

Upgraded objects retain the same object ID and permissionsthat they used
before being upgraded.

Compiled objects for which the source text was hidden using sp_hidetext
are upgraded in the same manner as objectsfor which the sourcetext isnot
hidden. For information on sp_hidetext, see the Reference Manual.

Note If you are upgrading from 32-bit installations to use a 64-bit
Adaptive Server, the size of each 64-bit compiled object in the
sysprocedures table in each database increases by approximately 55
percent when the object is upgraded. The pre-upgrade process cal culates
the exact size. Increase your upgraded database size accordingly.

To ensure that compiled objects have been upgraded successfully before
they are invoked, you can upgrade them manually using the dbcc
upgrade_object command. For details, see “Finding compiled object
errors before production” on page 269.
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Finding compiled object errors before production

Reserved word errors

Changes madein earlier versions of Adaptive Server may cause compiled
objects to work differently in version 12.5.x and later. You can use dbcc
upgrade_object to find the following errors and potential problem areas
that may require manual changes to achieve the correct behavior:

¢ Reserved word errors

e Missing, truncated, or corrupted source text
¢ Quoted identifier errors

e Temporary table references

e select * potential problem areas

After reviewing the errors and potential problem areas, and fixing those
that need to be changed, you can use dbcc upgrade_object to upgrade
compiled objects manually instead of waiting for the server to upgrade the
objects automatically. For details, see “ Using dbcc upgrade object” on
page 272.

If dbcc upgrade_object finds areserved word used as an object namein a
compiled object, it returns an error, and that object is not upgraded. To fix
the error, either manually change the object name or use quotes around the
object nam,e and issue the command set quoted identifiers on. Then, drop
and re-create the compiled object.

For example, suppose you load a database dump from Adaptive Server
11.5into Adaptive Server 12.5.x and the dump containsa stored procedure
that uses the word “lock.” When you run dbcc upgrade_object on that
stored procedure, the command returns an error because, although “lock”
was not reserved in version 11.5, it became areserved word in version
11.9.2. With thisadvance notice, you can change the stored procedure and
any related tables before they are used in a production environment.

Missing, truncated, or corrupted source text

If the sourcetext in syscomments was deleted, truncated, or otherwise
corrupted, dbcc upgrade_object may report syntax errors. If the source text
was not hidden, you can use sp_helptext to verify the completeness of the
source text. If truncation or other corruption has occurred, drop and re-
create the compiled object.
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Quoted identifier errors

dbcc upgrade_object returns a quoted identifier error if:

»  The compiled object was created in a pre-11.9.2 version with quoted
identifiers active (set quoted identifiers on).

*  Quoted identifiers are not active (set quoted identifiers off) in the
current session.

To avoid this error, activate quoted identifiers before running dbcc
upgrade_object. When quoted identifiers are active, you must use single
guotesinstead of double quotes around quoted dbcc upgrade_object
keywords.

If quoted identifier errors occur, use the set command to activate quoted
identifiers, and then run dbcc upgrade_object to upgrade the object.

For compiled objectscreatedin version 11.9.2 or later, the upgrade process
automatically activates or deactivates quoted identifiers as appropriate.

Note Quoted identifiers are not the same as literals enclosed in double
quotes. The latter do not require you to perform any special action before
the upgrade.

Temporary table references

If acompiled object such as a stored procedure or trigger refersto a
temporary table (#temp table _name) that was created outside the body of
the object, the upgrade fails, and dbcc upgrade_object returns an error. To
correct this error, create the temporary table exactly as expected by the
compiled object, then execute dbcc upgrade_object again. You need not do
thisif the compiled object is upgraded automatically when it isinvoked.

select * potential problem areas
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In Adaptive Server version 11.9.3 and later, the results of aselect * clause
inastored procedure, trigger, or view that was created in an earlier version
of Adaptive Server may be different from what you expect.

For more information about the changes, see the Reference Manual.

If dbcc upgrade_object findsaselect * clause in the outermost query block
of astored procedure, it returns an error, and does not upgrade the object.
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Determining whether
select * should be changed
in views

For example, consider the following stored procedures:

create procedure myproc as
select * from employees
go
create procedure yourproc as
if exists (select * from employees)
print "Found one!"

go

dbcc upgrade_object returnsan error on myproc because myproc includesa
statement with a select * clause in the outermost query block. This
procedure is not upgraded.

dbcc upgrade_object doesnot return an error onyourproc becausethe select
* clause occursin a subquery. This procedure is upgraded.

If dbcc upgrade_object reports the existence of select * in aview, compare
the output of syscolumns for the original view to the output of thetable, to
determine whether columns have been added to or deleted from the table
since the view was created.

For example, suppose you have the following statement:
create view all emps as select * from employees

Before upgrading the all_emps view, use the following queriesto
determine the number of columnsin the original view and the number of
columns in the updated table:

select name from syscolumns

where id = object id("all emps")
select name from syscolumns

where id = object id("employees")

Comparethe output of the two queries. If the table contains more columns
than the view, and retaining the pre-upgrade results of the select *
statement is important, change the select * statement to a select statement
with specific column names. If the view was created from multipletables,
check the columnsin all tables that comprise the view and rewrite the
select statement if necessary.

Warning! Do not execute a select * statement from the view. Doing so
upgrades the view and overwrites the information about the original
column information in syscolumns.
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Another way to determine the difference between the columnsin the view
and in the new tablesisto run sp_help on both the view and the tabl es that
comprise the view.

This comparison works only for views, not for other compiled objects. To
determine whether select * statementsin other compiled objectsneed to be
revised, review the source text of each compiled object.

Using dbcc upgrade_object

Syntax

272

dbcc upgrade_object [ ( dbid | dbname

[, [database.[owner].Jcompiled_object_name' |
‘check’ | 'default’ | 'procedure’ | 'rule' |

‘trigger' | 'view'

[, force’]]) ]

where:

dbid specifies the database ID. If you do not specify dbid, all
compiled objects in the current database are upgraded.

dbname specifies the database name. If you do not specify dbname,
all compiled objectsin the current database are upgraded.

compiled object_nameisthe name of a specific compiled object you
want to upgrade. If you use the fully qualified name, dbname and
database must match, and you must enclose the fully qualified name
in quotes. If the database contains more than one compiled object of
the same name, use the fully qualified name. Otherwise, all objects
with the same name are parsed, and if no errors are found, upgraded.

check upgradesal check constraintsand rules. Referential constraints
are not compiled objects and do not require upgrading.

default upgrades all declarative defaults and the defaults created with
the create default command.

procedure upgrades all stored procedures.
rule upgrades all rules and check constraints.
trigger upgrades all triggers.

view upgrades all views.
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Examples

System Administration Guide: Volume 2

Thekeywords check, default, procedure, rule, trigger, and view specify
the classes of compiled objects to be upgraded. When you specify a
class, all objectsin that class, in the specified database, are upgraded,
provided that dbcc upgrade_object findsno errorsor potential problem
areas.

force specifiesthat you want to upgrade the specified object eveniif it
containsaselect * clause. Do not use force unless you have confirmed
that the select * statement will not return unexpected results. Theforce
option does not upgrade objects that contain reserved words, contain

truncated or missing source text, refer to nonexistent temporary
tables, or do not match the quoted identifier setting. You must fix
these objects before they can be upgraded.

Note If set quoted identifiers ison, use single quotes around the keywords.
If set quoted identifiers is off, you can use either double quotes or single
quotes.

dbcc upgrade object
Upgrades all compiled objectsin the active database.
dbcc upgrade object (listdb, 'procedure')

Upgrades all stored procedures in the listdb database. Single quotes are
used around procedure because set quoted identifiers iS on.

dbcc upgrade object (listdb, "rule")

Upgrades all rules and check constraints in the listdb database. Double
quotes are used around rule because set quoted identifiers is off.

dbcc upgrade object (listdb, list proc)
Upgrades all stored procedures named list_proc in the listdb database.

dbcc upgrade object (listdb,
"listdb.jkarrik.list proc")

Upgrades the stored procedure list_proc, which is owned by the login
“jkarrik”.
dbcc upgrade object (master,

"listdb.jkarrik.list proc")

Returns an error because the value of dbname is master and the value of
database islistdb. These values must match.
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Permissions

Only the Database Owner or a System Administrator can execute dbcc
upgrade_object. The Database Owner can upgrade his or her own objects
in the database.

Upgraded objects retain the same owner that they had prior to being
upgraded.

Increasing the log segment size

Error reporting

You can specify that all compiled objects of a particular class should be
upgraded in one execution of dbcc upgrade_object; for example, you can
upgrade al triggers by using the trigger keyword. However, even though
you use only one dbcc command, the upgrade of each object isrecordedin
a separate transaction; the old row is deleted from sysprocedures and a
new row iswritten. Therefore, if you run dbcc upgrade_object on alarge
number of compiled objects, your system may run out of log space.
Increase the size of the log segment in the databases in which you plan to
run this command, to alow sufficient room to log all the upgrades.

To send all the output from dbcc upgrade_object to the window, a System
Administrator can execute dbcc traceon(3604). Sybase recommends that
you use this command if you think the output of error messages might
overflow the error log.

Using database dumps in upgrades

Upgrading using dump and load

274

You can load pre-12.5 database dumps and transaction logs and upgrade
the databases.

Some issues of which you should be aware:

»  Upgrading requires spacefor copying dataand |ogging changesto the
system tables during the upgrade process. If the source databasein the
dump was nearly full, the upgrade process might fail dueto
insufficient space. While thisis expected to be uncommon, you can
use alter database to extend the free spacein the event of insufficient-
space errors.
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e After reloading an older dump, run sp_checkreswords from the new
installation on the loaded database to check for reserved words.

Upgrading compiled objects in database dumps

When you load a database dump that was created in an earlier version than
the current Adaptive Server, you are not required to perform the pre-
upgrade tasks before loading the dump. Therefore, you will not receive
any notificationif the compiled objectsin your database dump are missing
their source text. After loading a database dump, run sp_checksource to
verify the existence of the source text for all compiled objectsin the
database. Then, you can allow the compiled objectsto be upgraded asthey
are executed, or you can run dbcc upgrade_object to find potential
problems and upgrade objects manually.

For information on using sp_checksource, see the Reference Manual.

Determining whether a compiled object has been upgraded

To determine whether a compiled object has been upgraded, do one of the
following:

e Look at thesysprocedures.version column. If the object was upgraded,
this column will contain the number 12500.

e |f you are upgrading to a 64-bit pointer size in the same version, look
at the sysprocedures.status column. It will contain a hexadecimal bit
setting of 0x2 to indicate that the object uses 64-bit pointers. If the bit
isnot set, the object isa 32-bit object, which means the object has not
been upgraded.
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CHAPTER 11

Developing a Backup and
Recovery Plan

Adaptive Server has automatic recovery procedures that protect you
from power outages and computer failures. To protect yourself against
media failure, make regular and frequent backups of your databases.

This chapter provides information to help you devel op a backup and
recovery plan. Thefirst part of this chapter provides an overview of
Adaptive Server backup and recovery processes. The second part of this
chapter discusses the backup and recovery issues that you should address
before you begin using your system for production.

Topic Page
Keeping track of database changes 278
Synchronizing a database and itslog: checkpoints 281
Automatic recovery after a system failure or shutdown 285
Fast recovery 286
User-defined database recovery order 292
Fault isolation during recovery 294
Using the dump and load commands 304
Suspending and resuming updates to databases 316
Using mount and unmount commands 328
Designating responsibility for backups 334
Using the Backup Server for backup and recovery 334
Starting and stopping Backup Server 339
Configuring your server for remote access 339
Choosing backup media 340
Creating logical device namesfor local dump devices 341
Scheduling backups of user databases 343
Scheduling backups of master 345
Scheduling backups of the model database 346
Scheduling backups of the sybsystemprocs database 347
Configuring Adaptive Server for simultaneous loads 348
Gathering backup statistics 348
277
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Keeping track of database changes

Adaptive Server uses transactions to keep track of all database changes.
Transactions are Adaptive Server units of work. A transaction consists of
one or more Transact-SQL statements that succeed—or fail—as a unit.

Each SQL statement that modifiesdatais considered atransaction. Users
can also define transactions by enclosing a series of statements within a
begin transaction...end transaction block. For more information about
transactions, see Chapter 18, “ Transactions. Maintaining Data
Consistency and Recovery,” in the Transact-SQL User’s Guide.

Each database hasits own transaction log, the system table syslogs. The
transaction log automatically recordsevery transactionissued by each user
of the database. You cannot turn off transaction logging.

The transaction log isawrite-ahead log. When a user issues a statement
that modifies the database, Adaptive Server writesthe changesto the log.
After al changes for a statement have been recorded in the log, they are
written to an in-cache copy of the data page. The data page remainsin
cache until the memory is needed for another database page. At that time,
it iswritten to disk.

If any statement in a transaction fails to complete, Adaptive Server
reverses all changes made by the transaction. Adaptive Server writes an
“end transaction” recordto thelog at the end of each transaction, recording
the status (success or failure) of the transaction.

Getting information about the transaction log

Thetransaction log contai ns enough information about each transaction to
ensurethat it can berecovered. Usethe dump transaction command to copy
the information it contains to tape or disk. Use sp_spaceused syslogs to
check the size of thelog, or sp_helpsegment logsegment to check the space
available for log growth.

Warning! Never useinsert, update, or delete commandsto modify syslogs.
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Using delayed _commit to determine when log records are

committed

How does delayed_commit
improve performance?

A relational database is required to ensure a number of transaction
properties, including atomicity, consistency, integrity and durability
(known as the ACID properties). To ensure this, Adaptive Server adheres
to thefollowing rules; it:

e Writes all operations to the transaction log.
e Writeslog records before data or index pages are modified.
e Writeslog pages to disk when the transaction’s commit is issued.

« Notifiesthe client application of the successful commit only after
Adaptive Server hasreceived notification of asuccessful writeto disk
from the underlying operating system and 10 sub-system.

set delayed_commit is a performance option suitable only for certain
applications. It increases Adaptive Server’s performance for DML
operations, (for example, insert, update, delete), but increases the risk of
loosing your data during a system failure. Performance gains depend on
the application in use.

The types of applications that benefit from set delayed_commit typically
include short transactions that are sent rapidly and serially to Adaptive
Server. For example, a batch application that issues many insert
statements, with each insert being a separate transaction.

You can enable delayed _commit for the session with the set command or
the database with sp_dboption. The syntax for delayed_commit is:

set delayed_commit on | off | default

where on enables the delayed_commit option, off disablesit, and default
means the database-level setting takes effect.

The syntax for sp_dboption is:

sp_dboption database _name, 'delayed commit', [true | false]

wheretrue enablesdelayed commit at the database level, and false disables
the delayed_commit option. Only the DBO can set this parameter.
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After you enable set delayed_commit, the client application is notified of a
successful commit before the corresponding log records arewritten to disk.
This improves performance because all but the last log page is written to
disk, alleviating contention on the last and active log page.

Consider the following before you enable set delayed_commit:

e Issuing shudown with nowait can cause data durability issues unless
you issue a checkpoint and it is completed before the server shuts
down.

e Enabling set delayed_commit for a session only affects that session.
All other sessions’ transactions have all their properties enforced,
including their ACID properties. This also means other sessions
physical log writes will write the last log page and the log records
corresponding to a session with set delayed_commit enabled.

e setdelayed_commit isredundant on temporary databases and doesnot
provide a performance improvement.

e Useset delayed_commit only after careful consideration of both your
application and operational requirements and your environment.
While the risk to data durability may be very low, the options for
recovery may be time-consuming if your database is large and your
tolerance for missing datais low.

Changes to logging These are the changes to logging behavior when delayed_commit is
behavior enabled.

When a session implicitly or explicitly commits a transaction:
e Theuser log cache (ULC) isflushed to the transaction log in memory.

e Thetask issueswrites on al non-written log pages except the last
(which contains the commit).

e Thetask notifiesthe client application of asuccessful commit without
waiting for the 10 to complete.

Note Thistransaction’s“last log page” is written:

e By another transaction when it is no longer the “last log page.”
e By another, non-delayed transaction when it compl etes.

e By acheckpoint or the housekeeper buffer wash mechanism.

« By implicit checkpoints causes (for example, shutdown, dump
database, dump tran, sp_dboption truncate log on chaeckpoint).
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Risks of using
delayed_commit

Enabling set
delayed_commit

e Thetask isready to continue with the next transaction.

When set delayed_commit is enabled, Adaptive Server notifies the client
application before the actual physical disk writeis completed. Because of
this, the application can perceive that the transaction is compl ete whether
or not the physical disk writeis successful. Inthe event of asystem failure
(disk errors, system crash, and so on), transactions that were not written to
disk (transactions whose commit records were on the last log page) are not
be present after recovery in spite of the application being notified they
were committed.

Systems that require tight system interdependencies, such as through a
messaging system used through RTDS, further complicate the
consequences of using set delayed_commit.

There are two situations where applications can manage the risk:

e Theapplication maintainsit’'s own trace or log, and would, after a
system failure, ensure that the database state corresponds to its own
trace or log.

* You can restore the database to the state it was in before the
application was run. This assumes you took a complete database
backup before abatch-job type applicationisrun. In case of failurethe
database backup is loaded and the batch job is restarted

You can enableset delayed _commit for adatabase or for asession, with the
session setting over-ruling the database setting. This means that a session
that enables the option has delayed_commit enabled regardless of the
database setting.

Synchronizing a database and its log: checkpoints

A checkpoint writes all dirty pages—pages that have been modified in
memory, but not on disk, since the last checkpoint—to the database
device. The Adaptive Server automatic checkpoint mechanism
guarantees that data pages changed by completed transactions are
regularly written from the memory cache to the database device.
Synchronizing the database and its transaction log shortens the time it
takes to recover the database after a system crash.
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Setting the recovery interval

Typically, automatic recovery takes from a few seconds to afew minutes
per database. The time varies, depending on the size of the database, the

size of thetransaction |og, and the number and size of the transactions that
must be committed or rolled back.

Usesp_configure with therecovery interval in minutes parameter to specify,
the maximum permissible recovery time. Adaptive Server runs automatic
checkpoints often enough to recover the database within that period of
time:

sp_configure "recovery interval in minutes"

The default value, 5, allows recovery within 5 minutes per database. To
change the recovery interval to 3 minutes, use:

sp_configure "recovery interval in minutes", 3

Note The recovery interval has no effect on long-running, minimally
logged transactions (such as create index) that are active at the time
Adaptive Server fails. It may take as much time to reverse these
transactions as it took to run them. To avoid lengthy delays, dump each
database immediately after you create an index on one of its tables.

Automatic checkpoint procedure

Approximately once a minute, the checkpoint task checks each database
on the server to see how many records have been added to the transaction
log since the last checkpoint. If the server estimates that the time required
to recover these transactions is greater than the database's recovery
interval, Adaptive Server issues a checkpoint.

The modified pages are written from cache onto the database devices, and
the checkpoint event is recorded in the transaction log. Then, the
checkpoint task “deeps’ for another minute.

To seethe checkpoint task, execute sp_who. The checkpoint task isusually
displayed as“CHECKPOINT SLEEP” in the “cmd” column:

spid status loginame hostname blk dbname cmd
1 running sa mars 0 master SELECT
2 sleeping NULL 0 master NETWORK HANDLER
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3 sleeping NULL 0 master MIRROR HANDLER
4 sleeping NULL 0 master HOUSEKEEPER
5 sleeping NULL 0 master CHECKPOINT SLEEP

Checkpoint after user database upgrade

Adaptive Server inserts a checkpoint record immediately after upgrading
auser database. Adaptive Server uses this record to ensure that a dump
database occurs before adump transaction occurs on the upgraded
database.

Truncating the log after automatic checkpoints

System Administrators can truncate the transaction log when Adaptive
Server performs an automatic checkpoint.

To set the trunc log on chkpt database option, which will truncate the
transaction log when an automatic checkpoint occurs, execute this
command from the master database:

sp_dboption database name, "trunc log on chkpt", true

Thisoptionisnot suitablefor production environments becauseit does not
make a copy of the transaction log before truncating it. Use trunc log on
chkpt only for:

«  Databases whose transaction logs cannot be backed up because they
are not on a separate segment

e Test databases for which current backups are not important

Note If you leave thetrunc log on chkpt option set to off (the default
condition), the transaction |og continues to grow until you truncate it
with the dump transaction command.

To protect your log from running out of space, design your |ast-chance
threshold procedure to dump the transaction log. For more information
about threshold procedures, see Chapter 15, “Managing Free Space with
Thresholds.”
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Free checkpoints

When Adaptive Server has no user tasks to process, a housekeeper wash
task automatically beginswriting dirty buffersto disk. If the housekeeper
task can flush all active buffer poolsin all configured caches, it wakes up
the checkpoint task. The checkpoint task determines whether it must
perform a checkpoint on the database.

Checkpointsthat occur asaresult of the housekeeper wash task are known
as free checkpoints. They do not involve writing many dirty pages to the
database device, since the housekeeper wash task has already done this
work. They may result in a shorter recovery time for the database.

For information about tuning the housekeeper task, see Chapter 4, “Using
Engines and CPUs,” in the Performance and Tuning Guide: Basics.

Manually requesting a checkpoint

Database Owners can issue the checkpoint command to force all modified
pagesin memory to bewritten to disk. Manual checkpointsdo not truncate
the log, even if the trunc log on chkpt option of sp_dboption is turned on.

Use the checkpoint command:

» Asaprecautionary measure in special circumstances—for example,
just before a planned shutdown with nowait so that Adaptive Server
recovery mechanisms occur within the recovery interval. (An
ordinary shutdown performs a checkpoint.)

» To cause achange in database options to take effect after executing
sp_dboption. (After you run sp_dboption, an informational message
reminds you to run checkpoint.)

You can use checkpoint to identify the one or more databasess or use an all
clause.

checkpoint [all | [dbname[, dbname[, dbname.....]]]
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Automatic recovery after a system failure or shutdown

Eachtimeyou restart Adaptive Server—for example, after apower failure,
an operating system failure, or the use of the shutdown command—it
automatically performs a set of recovery procedures on each database.

The recovery mechanism compares each database to itstransaction log. If
thelog record for aparticular change is more recent than the data page, the
recovery mechanism reapplies the change from the transaction log. If a
transaction was ongoing at thetime of thefailure, the recovery mechanism
reverses all changes that were made by the transaction.

When you start Adaptive Server, it performs database recovery in this
order:

Recovers master.

Recovers sybsystemprocs.
Recovers model.

Creates tempdb (by copying model).
Recovers sybsystemdb.

Recovers sybsecurity.

N O o B~ W N P

Recovers user databases, in order by sysdatabases.dbid, or according
to the order specified by sp_dbrecovery_order. See below for more
information about sp_dbrecovery order.

Users can log in to Adaptive Server as soon as the system databases have
been recovered, but they cannot access other databases until they have
been recovered.

Determining whether messages are displayed during recovery

The configuration variable print recovery information determines whether
Adaptive Server displays detailed messages about each transaction on the
consol e screen during recovery. By default, these messages are not

displayed. To display messages, use:

sp_configure "print recovery information", 1
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Fast recovery

During a server restart after a planned or unplanned shutdown, or during
HA failover, asignificant portion of time is spent on database recovery.
Faster recovery minimizes database downtime. The goal of fast recovery
isto:

Enhance the performance of database recovery

Recover multiple databases in parallel by making use of available
server resources and tuning them intelligently

Provide multiple checkpoint tasks at runtime that can run
concurrently to minimize the work at recovery time

Adaptive Server start-up sequence
The following is the sequence of events at Adaptive Server start-up:

1
2
3

System databases are recovered on engine 0.
Adaptive Server accepts user connections.

All engines that are configured to be online during start-up are
brought online.

User databases are recovered in parallel by a“self-tuned” number of
recovery tasksusing the default data cache tuned for optimal recovery
performance.

For more information about recovery-tuned parameters affecting the
default data cache, see “ Database recovery” on page 288. For more
information about the number of recovery tasks, see “ Parallel
recovery” on page 287.

During an HA failover, failed over user databases are recovered and
brought online in parallel. Fast recovery helps recovery from planned or
unplanned shutdowns, unplanned crashes, and HA failover.

Bringing engines online early

Engines are brought online after system databases are recovered, and
before user databases. This allows user databases to be recovered in
parallel, and makes the engines available for online activities.
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Engines are brought online in this fashion during start-up only. In other
circumstances, such as failover, engines are already online on the
secondary server.

Parallel recovery

With Adaptive Server 12.5.1 and later, during start-up and HA failover,
databases are recovered in parallel by multiple recovery tasks. Database
recovery isan I/O-intensive process. Thetimeto recover Adaptive Server
with parallel recovery depends on the bandwidth of the underlying I/O
subsystem. The 1/O subsystem should be able to handle Adaptive Server
concurrent 1/O requests.

With parallel recovery, multipletasksrecover user databases concurrently.
Thenumber of recovery tasksis dependent on the configuration parameter
max concurrently recovered db. The default value of 0 indicates that
Adaptive Server adopts a self-tuning approach in which it does not make
any assumptions on the underlying storage architecture. Statistical 1/0
sampling methods determine the optimal number of recovery tasks
depending on the capabilities of the underlying 1/0 subsystem. An
advisory on the optimal number of recovery tasksis provided. If the
configuration value is non-zero, Adaptive Server spawns as many tasks as
indicated by the configuration parameter.

During parallel recovery, the System Administrator can force serial
recovery by reconfiguring the parameter to 1. The active recovery tasks
drain out after completing the recovery of the database that is being
worked on. The remaining databases are recovered serially.

max concurrently recovered db

max concurrently recovered db determines the degree of parallelism. The
minimum valueis 1, but you can also use the default value of O, directing
Adaptive Server to use aself-tuning apparoach. The maximum valueisthe
number of engines at startup minus 1. max concurrently recovered db isalso
limited by the value of the configuration parameter number of open
databases.

Thedefault valueis 0, which indicates automati ¢ self-tuning by the server
to determine the appropriate number of recovery tasks. A value of 1
indicates serial recovery.
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Database recovery

Recovery order
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Adaptive Server’s database recovery includes:

» LogI/O size— Adaptive Server uses the largest buffer pool available
in the default data cache for log 1/0. If apool with the largest buffer
sizeisnot available, the server createsthispool dynamically, and uses
the pool for log I/0. The buffers for this pool come from the default
pool. Recovery tunes the size of the large buffer pool for optimal
recovery performance. Also, if the large pool isavailable but the size
isnot optimal, Adaptive Server dynamically resizesit and the default
pool for optimal recovery performance. The buffer pool
configurations are restored at the end of recovery.

For more information on the largest buffer pool, pool sizes, and
sp_poolconfig commands, see the Performance and Tuning Guide:
Basics.

e async prefetch limit —during recovery, the server automatically setsthe
local async prefetch limit for the poolsin the default data cache used
by recovery to an optimal value. This overrides any user
specifications for the duration of recovery.

When recovery completes, the original configuration values are
restored.

Users can specify the order in which databases are recovered for all or a
subset of user databases. You can configure more important databases to
be recovered earlier using sp_dbrecovery_order.

Adaptive Server 12.5.1 and later uses parallel recovery tasksto determine
the next database to be recovered according to the user-specified order.
The remaining databases are recovered in the order of their database IDs.
Thetimeto recover adatabaseis dependent on many factors, including the
sizeof therecoverablelog. Hence, recovery can completein an order other
than which it started. For applicationsthat must enforce that databases are
brought online in the same order as the recovery order, Adaptive Server
provides the strict option in sp_dbrecovery_order.

sp_dbrecovery_order has an additional parameter indicating the online
ordering.

sp_dbrecovery order [database name [, rec order [,
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force [ relax | strict ]1]1]
e relax —the databases are made as they recover (default).
»  strict — the databases are specified by the recovery order.

The default is relax, which means that databases are brought online
immediately when recovery has completed.

Parallel checkpoints

A pool of checkpoint tasksworkson thelist of active databasesin parallel.
This pool is controlled by the configuration parameter number of
checkpoint tasks. Wherethereis a checkpoint bottleneck, more checkpoint
tasks translate to shorter recoverable logs, and recovery has less work to
doin case of acrash, thusimproving availability.

Thedefault value of number of checkpoint tasks is 1, for serial checkpoints.
The number of engines and number of open databases limit the value for
this parameter. The absolute maximum value for this parameter is 8. This
configuration parameter is dynamic. When the value for this parameter is
reduced, checkpointsdrain out, and when the valueisincreased, additional
tasks are spawned.

The effectiveness of parallel checkpointsisdependent on the layout of the
databases and performance of the underlying 1/0 subsystem, as
checkpointsare I/O-intensive. Tune number of checkpoint tasks depending
on the number of active databases and the ability of the I/O subsystem to
handle writes.

number of checkpoint tasks

Use the configuration parameter number of checkpoint tasks to configure
parallée checkpoints. The maximum value is limited by the value of the
configuration parameters number of engines online at startup and number of
open databases, with an absolute ceiling of 8.

This parameter is also limited by the value of the configuration parameter
number of open databases.
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Recovery state

The global variable @@ recovery state determines if Adaptive Server is
in recovery. The valuesthat @@ recovery state can have are;

NOT_IN_RECOVERY — Adaptive Server isnot in start-up recovery
or in failover recovery. Recovery has been completed and all
databases that can be online are brought online.

RECOVERY_TUNING —Adaptive Server isin recovery (either start-
up or failover) and is tuning the optimal number of recovery tasks.

BOOTIME_RECOVERY — Adaptive Server isin start-up recovery
and has completed tuning the optimal number of tasks. Not all
databases have been recovered.

FAILOVER_RECOVERY —Adaptive Server isinrecovery during an
HA failover and has completed tuning the optimal number of
recovery tasks. All databases are not brought online yet.

@@recovery_state can be used by applications to determine when all the
databases are recovered and brought online.

Tuning for fast recovery

This section discusses are some guidelines on tuning Adaptive Server to
reduce recovery time.

Database layout
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Databases should have logs and data on their own physical devices.
The access patterns for log and data are different and should be kept
separate.

Configure the underlying 1/0 subsystem to handle concurrent 1/0
requests from multiple databases in Adaptive Server.
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Runtime configuration suggestions

Recovery time suggestions

Configure an optimal number of checkpoint tasks using number of
checkpoint tasks. Checkpointing is 1/O-intensive and should take into
account the expected runtime performance and underlying 1/0-
subsystem performance. Tunenumber of checkpoint tasks according to
the number of active databases and the ability of the I/O subsystem to
handle writes. Tune the frequency of checkpoints using the
configuration variable recovery interval in minutes.

Configure an optimal housekeeper wash percentage controlled by
housekeeper free write percent, so that during free cycles dirty pages
are written out. The default valueis usually optimal.

Configurethe order inwhich user databases should berecovered. The
recovery order can be specified for all or a subset of user databases
using sp_dbrecovery_order. For such databases, recovery is started in
the order specified. Recovery is started in the database 1D order, for
databases that do not have arecovery order specified. To bring
databases onlinein the order in which they arerecovered, usethestrict
option in sp_dbrecovery_order.

Ensure that long-running transactions are kept to a minimum. Long-
running transactions hold resources and can also cause longer
recovery times.

Shut down the server using polite shutdown to avoid longer recovery
times.

To facilitate parallel recovery, configure the maximum number of
engines to be online at start-up.

Configure an optimal number of recovery tasks using the
configuration parameter max concurrently recovered db. Recovery is
I/O-intensive and the val ue shoul d take into account the responsetime
of the underlying 1/0 subsystem. Thisvalue can be set to O (which is
the default) for Adaptive Server to determine the optimal number of
recovery tasks.

As recovery uses only the default data cache, cache configuration
should ensure that there is alarge amount of default data cache for
recovery.
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» |If data space accounting is not essential for a database, set the
database option to turn off free space accounting using sp_dboption.
This disables threshold actions on the data segment.

User-defined database recovery order

sp_dbrecovery_order allows you to determine the order in which
individual user databases recover. This allows you to assign a recovery
order in which, for example, critical databases recover before
lower-priority databases.

Important features of recovery order are:
»  System databases are recovered firgt, in this order:
a master
b sybsystemprocs
C model
d tempdb
e sybsystemdb
f  sybsecurity

All other databases are considered user databases, and you can specify
their recovery order.

* Youcanusesp_dbrecovery_order to specify therecovery order of user
databases and to list the user-defined recovery order of an individual
database or of all databases.

»  User databases that are not explicitly assigned a recovery order with
sp_dbrecovery_order are recovered according to their database ID,
after all the databases that have a user-defined recovery order.

* If you do not use sp_dbrecovery_order to assign any databases a
recovery order, user databases are recovered in order of database ID.
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Using sp_dbrecovery_order

To use sp_dbrecovery_order to enter or modify a user-defined recovery
order, you must be in the master database and have System Administrator
privileges. Any user, in any database, can use sp_dbrecovery_order to the
user-defined recovery order of databases.

The syntax for sp_dbrecovery_order is:

sp_dbrecovery_order
[database_name [, rec_order [, force]]]

where;

e database name-isthe name of the user database to which you want
to assign arecovery order.

e rec_order —isthe order in which the database is to be recovered.

Recovery order must be consecutive, starting with 1. You cannot assign a
recovery sequence of 1, 2, 4, with the intention of assigning a recovery
order of 3 to another database at a later time.

Toinsert adatabase into auser-defined recovery sequence without putting
it at the end, enter rec_order and specify force. For example, if databases
A, B, and C have a user-defined recovery order of 1, 2, 3, and you want to
insert the pubs2 database as the second user database to recover, enter:

sp_dbrecovery order pubs2, 2, force

This command assigns arecovery order of 3 to database B and arecovery
order of 4 to database C.

Changing or deleting the recovery position of a database

To change the position of adatabase in a user-defined recovery sequence,
delete the database from the recovery sequence and then insert it in the
position you want it to occupy. If the new position is not at the end of the
recovery order, use the force option.

To delete adatabase from arecovery sequence, specify arecovery order of
-1

For example, to move the pubs2 database from recovery position 2 to
recovery position 1, delete the database from the recovery sequence and
then reassign it arecovery order as follows:

sp_dbrecovery order pubs2, -1
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sp_dbrecovery order pubs2, 1, "force"

Listing the user-assigned recovery order of databases
To list the recovery order of al databases assigned a recovery order, use:
sp_dbrecovery order
This generates output similar to:

The following databases have user specified recovery order:

Recovery Order Database Name Database Id
1 dbccdb 8
2 pubs2 5
3 pubs3 6
4 pubtune 7

The rest of the databases will be recovered in default database id order.

To display the recovery order of a specific database, enter the database
name;

1> sp_dbrecovery order pubs2
2> go

Database Name Database id Recovery Order

Fault isolation during recovery

The recovery procedures, known simply as “recovery,” rebuild the
server’s databases from the transaction logs. The following situations
cause recovery to run:

»  Adaptive Server start-up
e Useof theload database command
* Useof theload transaction command

The recovery isolation mode setting controls how recovery behaveswhen
it detects corrupt data while reversing or reapplying atransaction in a
database.
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If anindex is marked as suspect, the System Administrator can repair this
by dropping and re-creating the index.

Recovery fault isolation provides the ability to:

e Configure whether an entire database or just the suspect pages
become inaccessible when recovery detects corruption

e Configure whether an entire database with suspect pages comes
onlinein read_only mode or whether the online pages are accessible
for modification

e List databases that have suspect pages

e List the suspect pagesin a specified database by page ID, index ID,
and object name

e Bring suspect pages online for the System Administrator while they
are being repaired

e Bring suspect pagesonlinefor all database users after they have been
repaired

The ability to isolate only the suspect pages while bringing the rest of the
database online providesagreater degree of flexibility in dealing with data
corruption. You can diagnose problems, and sometimes correct them,
while most of the databaseis accessibleto users. You can assessthe extent
of the damage and schedule emergency repairs or reload for a convenient
time.

Recovery fault isolation applies only to user databases. Recovery always
takes a system database entirely offlineif it has any corrupt pages. You
cannot recover asystem database until you have repaired or removed all
of its corrupt pages.

Persistence of offline pages

Suspect pages that you have taken offline remain offline when you restart
the server. Information about offline pagesis stored in
master.dbo.sysattributes.

Use the drop database and load database commands to clear entries for
suspect pages from master.dbo.sysattributes.
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Configuring recovery fault isolation

Isolating suspect pages

296

When Adaptive Server isinstalled, the default recovery isolation modeis
“databases,” which marks a database as suspect and takes the entire
database offline if it detects any corrupt pages.

To isolate the suspect pages so that only they are taken offline, while the
rest of the database remains accessible to users, use the
sp_setsuspect_granularity to set the recovery isolation mode to “page.”
Thismode isin effect the next time that recovery is performed in the
database.

The syntax for sp_setsuspect_granularity is:

sp_setsuspect_granularity
[dbname [,{"database" | "page"} [, "read_only"]]]

With the dbname and either database or page as the second argument,
sp_setsuspect_granularity Sets the recovery isolation mode.

Without the database or page argument, sp_setsuspect_granularity
displays the current and configured recovery isolation mode settings for
the specified database. Without any arguments, it displays those settings
for the current database.

If corruption cannot be isolated to a specific page, recovery marksthe
entire database as suspect, even if you set the recovery isolation mode to
“page.” For example, a corrupt transaction log or the unavailability of a
global resource causes this to occur.

When recovery marks specific pages as suspect, the default behavior isfor
the database to be accessible for reading and writing with the suspect
pages offline and therefore inaccessible. However, if you specify the
read_only option to sp_setsuspect_granularity, and recovery marks any
pages as suspect, the entire database comes onlinein read_only mode and
cannot be modified. If you prefer theread_only option, but in certain cases
you are comfortable allowing users to modify the non-suspect pages, you
can make the online portion of the database writable with sp_dboption:

sp_dboption pubs2, "read only", false

In this case, the suspect pages remain offline until you repair them or force
them, as described in “ Bringing offline pages onling” on page 298.
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Raising the number of suspect pages allowed

Sp_setsuspect_

DB Name Cur.

Sp_setsuspect

The suspect escalation threshold is the number of suspect pages at which
recovery marks an entire database suspect, even if the recovery isolation
mode is “page.” By default, it is set to 20 pagesin a single database. You
can use sp_setsuspect_threshold to change the suspect escalation
threshold.

The syntax for sp_setsuspect_threshold is:
sp_setsuspect_threshold [dbname [,threshold]]

With the dbname and threshold arguments, sp_setsuspect_threshold
displays the current and configured suspect escal ation threshold settings
for the specified database. Without any arguments, it displays these
settings for the current database.

You configurerecovery fault isolation and the suspect escal ation threshold
at the database level.

You cannot execute sp_setsuspect_granularity or sp_setsuspect_threshold
inside a transaction.

You must have the sa_role and be in the master database to set values with
sp_setsuspect_granularity and sp_setsuspect_threshold. Any user can
execute these procedures with only the name of the database as an
argument to display the values configured for that database, as illustrated
below:

granularity pubs2

Suspect Gran. Cfg. Suspect Gran. Online mode

page read/write

threshold pubs2

Cur. Suspect threshold Cfg. Suspect threshold

This example shows that the recovery isolation mode for the pubs2
database was “ page” and the escalation threshold was 20 the last time
recovery ran on this database (the current suspect threshold values). The
next time recovery runs on this database, the recovery isolation modeis
“page” and the escalation threshold is 30 (the configured values).
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With no arguments, sp_setsuspect_granularity and
sp_setsuspect_threshold display the current and configured settingsfor the
current database, if it is a user database.

Getting information about offline databases and pages
To see which databases have offline pages, use sp_listsuspect_db:
sp_listsuspect_db
The following example displays general information about the suspect
pages.

sp_listsuspect db
The database 'dbtl' has 3 suspect pages belonging to 2 objects.

To display detailed information about the individual offline pages, use
sp_listsuspect_page. The syntax is:

sp_listsuspect_page [dbname]

If you do not specify the doname, the default is the current database. The
following example shows the detailed page-level output of
sp_listsuspect_page in the dbt1 database.

sp_listsuspect page dbtl

DBName Pageid Object Index Access
dbt1l 384 tabl 0 BLOCK _ALL
dbt1l 390 tabl 0 BLOCK _ALL
dbt1l 416 tabl 1 SA ONLY

(3 rows affected, return status = 0)

If thevalueinthe“Access’ columnis SA_ONLY, and the suspect pageis
1, the suspect page is accessible to userswith thesa_role. If itis
BLOCK_ALL, no one can access the page.

Any user can run sp_listsuspect_db and sp_listsuspect_page from any
database.

Bringing offline pages online

To make al the offline pages in a database accessible, use
sp_forceonline_db:
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sp_forceonline_db dbname,
{"sa_on" | "sa_off" | "all_users"}

To make anindividual offline page accessible, use sp_forceonline_page:

sp_forceonline_page dbname, pgid
{"sa_on" | "sa_off" | "all_users"}

With both of these procedures, you specify the type of access.

e “sa_on” makes the suspect page or database accessible only to users
with the sa_role. Thisis useful for repairing the suspect pages and
testing the repairs while the database is up and running, without
allowing normal users access to the suspect pages. You can also useit
to perform adump database or adump transaction with no_log on a
database with suspect pages, which would be prohibited if the pages
were offline.

* “sa_off” blocks accessto all users, including System Administrators.
This reverses aprevious sp_forceonline_db or sp_forceonline_page
with “sa_on.”

e “all_users” bringsoffline pagesonlinefor all usersafter the pageshave
been repaired.

Unlike bringing suspect pages online with “sa_on” and then making
them offline again with “sa_off,” when you use sp_forceonline_page
or sp_forceonline_db to bring pages online for “al users,” this action
cannot bereversed. There is no way to make the online pages offline

again.

Warning! Adaptive Server does not perform any checks on pages
being brought online. It is your responsibility to ensure that pages
being brought online have been repaired.

You cannot execute sp_forceonline_db or sp_forceonline_page inside a
transaction.

You must have the sa_role and be in the master database to execute
sp_forceonline_db and sp_forceonline_page.

Index-level fault isolation for data-only-locked tables

When pages of an index for adata-only-locked tabl e are marked as suspect
during recovery, the entire index is taken offline. Two system procedures
manage offline indexes:
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sp_listsuspect_object

sp_forceonline_object

In most cases, a System Administrator usessp_forceonline_object to make
asuspect index available only to those with the sa_role. If theindex ison
auser table, you can repair the suspect index by dropping and re-creating
the index.

See the Reference Manual for more information about
sp_listsuspect_objec and sp_forceonline_object.

Side effects of offline pages
The following restrictions apply to databases with offline pages:
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Transactions that need offline data, either directly or indirectly (for
example, because of referential integrity constraints), fail and
generate a message.

You cannot use dump database when any part of the database is
offline.

A System Administrator can force the offline pages online using
sp_forceonline_db with “sa_on” dump the database, and then use
sp_forceonline_db with “sa_off” after the dump completes.

You cannot use dump transaction with no_log or dump transaction with
truncate_only if any part of a database is offline.

A System Administrator can force the offline pages online using
sp_forceonline_db with “sa_on”, dump the transaction log using with
no_log, and then use sp_forceonline_db with “sa_off" after the dump
compl etes.

To drop atable or index containing offline pages, you must use a
transaction in the master database. Otherwise, the drop fails because
it must delete entries for the suspect pages from
master.dbo.sysattributes. The following example drops the object and
deletes information about its offline pages from
master.dbo.sysattributes.

To drop an index named authors_au_id_ind, which contains suspect
pages, from the pubs2 database, drop the index inside a master
database transaction as follows:

use master
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go

sp_dboption pubs2, "ddl in tran", true
go

checkpoint pubs2

go

begin transaction
drop index authors.au_id_ind

commit

go

use master

go

sp_dboption pubs2, "ddl in tran", false
go

checkpoint pubs2

go

Recovery strategies using recovery fault isolation

There are two major strategies for returning a database with suspect pages
to aconsistent state while users are accessing it: reload and repair.

Both strategies require:
e A clean database dump

e A seriesof reliable transaction log dumps up to the point at which the
database is recovered with suspect pages

e A transaction log dump to adevice immediately after the database is
recovered to capture changes to the offline pages

e Continuous transaction log dumps to devices while userswork in the
partially offline database

Reload strategy

Reloading involves restoring a clean database from backups. When
convenient, load the most recent clean database dump, and apply the
transaction logs to restore the database.

load database clears the suspect page information from the
master.dbo.sysdatabases and master.dbo.sysattributes System tables.

When the restored database is online, dump the database immediately.
Figure 11-1 illustrates the strategy used to reload databases.
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Figure 11-1: Reload strategy
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Repair strategy

Therepair strategy involvesrepairing the corrupt pages while the database
is partially offline. You diagnose and repair problems using known
methods, including dbcc commands, running queries with known results
against the suspect pages, and calling Sybase Technical Support, if
necessary. Repairing damage can a so include dropping and re-creating
objects that contain suspect pages.

You can either use sp_forceonline_page to bring offline pages online
individually, as they are repaired, or wait until al the offline pages are
repaired and bring them online all at once with sp_forceonline_db.

The repair strategy does not require taking the entire database offline.
Figure 11-2 illustrates the strategy used to repair corrupt pages.
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Figure 11-2: Repair strategy
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You can sometimes use recovery fault isolation to assess the extent of
corruption by forcing recovery to run and examining the number of pages
marked suspect and the objects to which they belong.

For example, if users report problemsin a particular database, set the
recovery isolation mode to “page,” and force recovery by restarting
Adaptive Server. When recovery completes, use sp_listsuspect_db or
sp_listsuspect_page to determine how many pages are suspect and which
database objects are affected.

If the entire database is marked suspect and you receive this message:

)

Reached suspect threshold ’'%$d’ for database '%.*s’.
Increase suspect threshold using
sp_setsuspect threshold.
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use sp_setsuspect_threshold to raise the suspect escalation threshold and
forcerecovery to run again. Each time you get this message, you canraise
the threshold and run recovery until the database comes online. If you do
not get this message, the corruption is not isolated to specific pages, in
which case this strategy for determining the number of suspect pages does
not work.

Using the dump and load commands

In case of mediafailure, such asadisk crash, you can restore your
databases if—and only if—you have regular backups of the databases and
their transaction logs. Full recovery depends on the regular use of the
dump database and dump transaction commands to back up databases and
the load database and load transaction commands to restore them. These
commands are described briefly below and more fully in Chapter 12,
“Backing Up and Restoring User Databases,” and Chapter 13, “ Restoring
the System Databases.”

Warning! Never use operating system copy commands to copy an
operating database device. Running Adaptive Server against a copied
device may cause database corruption. You should shutdown Adaptive
Server or use the quiesce database command to protect copy operations.

The dump commands can complete successfully even if your databaseis
corrupt. Before you back up a database, use the dbcc commands to check
its consistency. See Chapter 10, “ Checking Database Consistency,” for
more information.

Warning! If you dump directly to tape, do not store any other typesof files
(UNIX backups, tar files, and so on) on that tape. Doing so can invalidate
the Sybase dump files. However, if you dump to a UNIX file system, the
resulting files can be archived to atape.
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Making routine database dumps: dump database

The dump database command makes a copy of the entire database,
including both the data and the transaction log. dump database does not
truncate the log.

dump database alows dynamic dumps. Users can continue to make
changes to the database while the dump takes place. This makesiit
convenient to back up databases on aregular basis.

dump database executesin three phases. A progress message informsyou
when each phase completes. When the dump is finished, it reflects all
changes that were made during its execution, except for those initiated
during phase 3.

Making routine transaction log dumps: dump transaction

Use the dump transaction command (or its abbreviation, dump tran) to
make routine backups of your transaction log. dump transaction is similar
to the incremental backups provided by many operating systems. It copies
thetransactionlog, providing arecord of any database changes made since
the last transaction log dump. After dump transaction has copied the log, it
truncates the inactive portion.

dump transaction takes less time and storage space than a full database
backup, and it is usually run more often. Users can continue to make
changesto the database while the dump istaking place. You can run dump
transaction only if the database stores its log on a separate segment.

After amediafailure, use the with no_truncate option of dump transaction
to back up your transaction log. This provides arecord of the transaction
log up to the time of the failure.

Copying the log after device failure: dump tran with no_truncate

If your data device fails and the database is inaccessible, use the with
no_truncate option of dump transaction to get a current copy of the log.
This option does not truncate thelog. You can useit only if the transaction
log is on a separate segment and the master database is accessible.
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Restoring the entire database: load database

Use the load database command to load the backup created with dump

database. You can load the dump into a preexisting database or create a
new database with the for load option. When you create a new database,
allocate at least as much space as was allocated to the original database.

Theload database command sets the database status to “offline.” This
means you do not have to use the no chkpt on recovery, dbo use only, and
read only options of sp_dboption before you load a database. However, no
one can use a database during the database |oad and subsequent
transaction log loads. To make the database accessible to users, issue the
online database command.

After the database is |oaded, Adaptive Server may need to:

e “Zero” dl unused pages, if the database being loaded into is larger
than the dumped database.

«  Complete recovery, applying transaction log changes to the data.

Depending on the number of unallocated pages or long transactions, this
can take afew seconds or many hoursfor avery large database. Adaptive
Server issues messages that it is zeroing pages or has begun recovery.
These messages are normally buffered; to see them, issue;

set flushmessage on

Applying changes to the database: load transaction
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After you have loaded the database, use the load transaction command (or
its abbreviation, load tran) to load each transaction log dump in the order
in which it was made. This process reconstructs the database by
reexecuting the changes recorded in the transaction log. If necessary, you
can recover a database by rolling it forward to a particular timein its
transaction log, using the until_time option of load transaction.

Users cannot make changes to the database between the load database and
load transaction commands, dueto the“ offline” statusset by load database.

You can load only the transaction log dumps that are at the same release
level as the associated database.

When the entire sequence of transaction log dumps has been loaded, the
database reflects all transactions that had committed at the time of the last
transaction log dump.
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Making the database available to users: online database

When thel oad sequence compl etes, change the database statusto “ online,”
to makeit available to users. A database loaded by load database remains
inaccessible until you issue the online database command is issued.

Before you issue this command, be sure you have loaded all required
transaction logs.

dump and load databases across platforms

When you perform dump database and load database across platforms
with the same endian architecture, user and system data do not require
conversions. There are no limitations on operations with the dump and
load of adatabase.

Adaptive Server allows dump and load databases across platforms with
different endian architecture. This meansyou can perform dump database
and load database from either abig endian platform to alittle endian
platform, or from alittle endian platform to a big endian platform.

In abig-endian system, the most significant byte of storage, such asinteger
or long, has the lower address. The reverseistrue for alittle-endian
system.

Thereis no syntax change with dump or load database. Adaptive Server
automatically detectsthe architecture type of the originating system of the
database dump file during aload database, then performs the necessary
conversions. Loads from older versions, such as 11.9, 12.0, and 12.5 are
supported. The dump and load can be from 32-bit to 64-hit platforms, and

vice versa
Platforms supported:
Big-endian | Sun Solaris | IBM AIX HP-UX
on
HPPA,
HPIA
Little- Linux 1A Windows Sun
endian Solaris
x86
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Dump and load across platforms with the same endian architecture

Stored procedures and other compiled objects are recompiled from the
SQL text in syscomments at the first execution after the load database for
certain combination platforms.

Dump and load across platforms with different endian architecture

Adaptive Server allowsadump and load database between big endian and
little endian architectures and vice versa.

Dumping a database

Before you run dump database, for a cross platform dump and load, use
thefollowing proceduresto move the database to atransactional quiescent
status:

1

o o1 B~ W
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Verify the database runs cleanly by executing dbcc checkdb and dbcc
checkalloc.

To prevent concurrent updates from open transactions by other
processes during dump database, use sp_dboption to place the
database in a single- user mode.

Flush statistics to systabstats using sp_flushstats.
Wait for 10 to 30 seconds, depending on the database size and activity.
Run checkpoint against the database to flush updated pages.

Run dump database.
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Loading a database

Once you load the database, Adaptive Server automatically identifies the
endian type on the dump file and performs all necessary conversions
during the load database and online database.

Note After Adaptive Server converts the index rows, the order of index
rows may beincorrect. Adaptive Server marks following indexes on user
tables as suspect indexes during online database.

Non-clustered index on APL table.
Clustered index on DOL table.
Non-clustered index on DOL table.

Restrictions

dump transaction and load transaction is not allowed across platforms.

dump database and load database to or from a remote backupserver
are not supported across platforms.

You cannot load a password-protected dump file across platforms.

If you perform dump database and load database for a parsed XML
object, you must parse the text again after the load database is
completed.

You cannot perform dump database and load database across
platforms on Adaptive Servers versions earlier than 11.9.

Adaptive Server cannot translate embedded data structures stored as
binary, varbinary, or image columns.

load database isnot allowed on the master database across platforms.

Stored procedures and other compiled objects are recompiled from
the SQL text in syscomments at the first execution after the load
database.
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Performance notes
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If you do not have permission to recompile from text, then the person
who does has to recompile from text using dbcc upgrade_object to
upgrade objects.

Note If you migrate login recordsin syslogins system table in the master
database from Solaristo Linux, you can use bcp with character format. The
login password from the Solaris platform is compatible on Linux without
atrace flag from this release. For al other combinations and platforms,
login records need to be recreated because the passwords are not
compatible.

Dueto the design of indexeswithin adataserver that provides an optimum
search path, index rows are ordered for fast access to the table's data row.
Index rows which contain row identifiers (RIDs), are treated as binary to
achieve afast access to the user table.

Within the same architecture platform, the order of index rows remains
valid and search order for a selection criteria takes its normal path.
However, when index rows are trand ated across different architectures,
thisinvalidates the order by which optimization was done. Thisresultsin
aninvalid index on user tables when the cross platform dump and load
featureis performed.

A database dump from a different architecture, such asbhig endianto little
endian, isloaded, certain indexes are marked as suspect:

* Non-clustered index on APL table.
e Clustered index on DOL table.
* Non-clustered index on DOL table.

Tofix indexeson thetarget system, after load from adifferent architecture
dump, you could use one of two methods:

1 Drop and recreate al of the indexes.

2 Usesp post xpload.

Adaptive Server Entreprise



CHAPTER 11 Developing a Backup and Recovery Plan

Since the data point and information varies from usage on indexes, the
schema, user data, number of indexes, index key length, and number of
index rows, in general, it requires planning to recreate indexes on large
tables as it can be alengthy process. sp_post_xpload validates indexes,
dropsinvalid indexes, and recreates dropped indexes, in asingle command
on databases.

Since sp_post_xpload performs many operations it can take longer than
drop and recreate indexes. Sybase recommends that you use the drop and
recreate indexes on those databases larger that 10G..

Moving a database to another Adaptive Server

You can use dump database and load database to move a database from
one Adaptive Server to another, as long as both Adaptive Serversrun on
the same hardware and software platform. However, you must ensure that
the device allocations on the target Adaptive Server match those on the
original. Otherwise, system and user-defined segments in the new
database will not match those in the original database.

To preserve device allocations when loading a database dump into a new
Adaptive Server, use the same instructions as for recovering a user
database from afailed device. See “ Examining the space usage” on page
408 for more information.

Also, follow these general guidelines when moving system databases to
different devices:

«  Before moving the master database, always unmirror the master
device. If you do not, Adaptive Server attempts to use the old mirror
devicefile when you start Adaptive Server with the new device.

¢ When moving the master database, use a new devicethat isthe same
size asthe original to avoid allocation errorsin sysdevices.

e To move the sybsecurity database, place the new database in
single-user mode before loading the old datainto it.

Upgrading a user database

You can load dumpsinto the current version of Adaptive Server from any
version of Adaptive Server that is at version 11.9 and later. The loaded
database is not upgraded until you issue online database.
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The steps for upgrading user databases are the same as for system
databases:

1 Useload database to load a database dump of aversion 11.9 or later
Adaptive Server. load database sets the database statusto “ offline.”

2 Useload transaction to load, in order, al transaction logs generated
after the last database dump. Load all transaction logs before going to
step 3.

3 Useonline database to upgrade the database. The online database
command upgrades the database because its present state is
incompatible with the current version of Adaptive Server. When the
upgrade compl etes, the database statusis set to “ online,” which makes
the database available for public use.

4  Makeadump of the upgraded database. A dump database must occur
before a dump transaction command is permitted.

For more information about load database, load transaction, and online
database, see the Reference Manual.

Using the special dump transaction options

In certain circumstances, the simple model described above does not
apply. Table 11-1 describes when to use the special with no_log and with
truncate_only optionsinstead of the standard dump transaction command.

Warning! Usethe special dump transaction commands only as indicated
inTable 11-1. In particular, use dump transaction with no_log asalast resort
and useit only once after dump transaction with no_truncate fails. Thedump
transaction with no_log command frees very little space in the transaction
log. If you continue to load data after entering dump transaction with
no_log, thelog may fill completely, causing any further dump transaction
commandsto fail. Use alter database to allocate additional spaceto the
database.

Table 11-1: When to use dump transaction with truncate_only or
with no_log

When Use
Thelog is on the same segment as the data. dump transaction with truncate_only to truncate the log
dump database to copy the entire database, including thelog
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When Use

You are not concerned with the recovery of recent  dump transaction with truncate_only to truncate the log

transactions (for example, in an early devel opment dump database to copy the entire database
environment).

Your usual method of dumping thetransactionlog  dump transaction with no_log to truncate the log without
(either the standard dump transaction command or  recording the event

dump transaction with truncate_only) failsbecause  y database immediately afterward to copy the entire
of insufficient log space. database, including the log

Using the special load options to identify dump files

Use the with headeronly option to provide header information for a
specified file or for thefirst file on a tape. Use the with listonly option to
return information about all files on atape. These options do not actually
load databases or transaction logs on the tape.

Note These options are mutually exclusive. If you specify both, with
listonly prevails.

Restoring a database from backups

Figure 11-3illustratesthe process of restoring adatabase that is created at
4:30 p.m. on Monday and dumped immediately afterward. Full database
dumps are made every night at 5:00 p.m. Transaction log dumps are made
at 10:00 am., 12:00 p.m., 2:00 p.m., and 4:00 p.m. every day:
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Figure 11-3: Restoring a database, a scenario

Performing routine dumps Restoring the database from dumps

Mon, 4:30 p.m. create database Tues, 6:15 p.m. dump transaction
Tape7 with no_truncate
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Tape 1 (180MB) dump database Tape 6 load database
Tues, 10:00 am. dump transaction Tues, 6:35 p.m. load transaction
Tape 2 (45MB) P Tape7
Tues, noon dump transaction Tues, 6:50 p.m. online database
Tape 3 (45MB) ump ! !
Tues, 2:00 p.m. dump transaction
Tape 4 (45MB) P
Tues, 4:00 p.m. dump transaction
Tape 5 (45MB) ump !
Tues, 5:00 p.m.
Tape 6 (180MB) dump database
Tues, 6:00 pm Data device fails!

If the disk that stores the data fails on Tuesday at 6:00 p.m., follow these
steps to restore the database:

1 Usedump transaction with no_truncate to get a current transaction log
dump.

2 Useload database toload the most recent database dump, Tape6. load
database setsthe database status to “offline.”

3 Useload transaction to apply the most recent transaction log dump,
Tape 7.

4 Useonline database to set the database status to “online.”

Figure 11-4 illustrates how to restore the database when the data device
failsat 4:59 p.m. on Tuesday—just before the operator is scheduled to
make the nightly database dump:

Adaptive Server Entreprise



CHAPTER 11 Developing a Backup and Recovery Plan

Figure 11-4: Restoring a database, a second scenario
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Use the following steps to restore the database:

1

Use dump transaction with no_truncate to get a current transaction log
dump on Tape 6 (the tape you would have used for the routine

database dump).

Useload database toload the most recent database dump, Tape 1. load

database sets the database status to “ offline.”

Use load transaction to load Tapes 2, 3, 4, and 5 and the most recent
transaction log dump, Tape 6.

Use online database to set the database status to “online.”
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Suspending and resuming updates to databases

quiesce database hold allows you to block updates to one or more
databases while you perform a disk unmirroring or external copy of each
database device. Because no writes are performed during this time, the
external copy (the secondary image) of the database isidentical to the
primary image. While the database is in the quiescent state, read-only
gueriesto operationson the database are allowed. To resumeupdatesto the
database, issue quiesce database release when the external copy operation
has completed. You can load the external copy of the database onto a
secondary server, ensuring that you have atransactionally consistent copy
of your primary image. You can issue quiesce database hold from oneisq|
connection and then log in with another isql connection and issue quiesce
database release.

The syntax for quiesce database is:

quiesce database tag_name hold database _name
[, database_name]
[for external dump]

or:
quiesce database tag_name release

where:

e tag name-isauser-defined label for the list of databasesto hold or
release.

e database name —isthe name of a database for which you are
suspending updates.

Note tag_name must conform to the rules for identifiers. See the
Reference Manual for alist of these rules. You must use the same
tag_name for both quiesce database...hold and quiesce database...release.

For example, to suspend updates to the pubs2 database, enter:
quiesce database pubs tag hold pubs2

Adaptive Server writes messages similar to the following to the error log:

QUIESCE DATABASE command with tag pubs tag is being executed by process 9.
Process 9 successfully executed QUIESCE DATABASE with HOLD option for tag

pubs tag.

Processes trying to issue IO operation on the quiesced database(s)

will be suspended until user executes Quiesce Database command with RELEASE

option.
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Any updates to the pubs2 database are delayed until the database is
released, at which time the updates complete. To release the pubs?2
database, enter:

quiesce database pubs tag release

After releasing the database, you can bring up the secondary server with
the -q parameter if you used the for external dump clause. Recovery makes
the databases transactionally consistent, or you can wait to bring the
database online and then apply the transaction log.

Guidelines for using quiesce database

The simplest way to use quiesce database isto make afull copy of an
entire installation. This ensures that system mappings are consistent.
These mappings are carried to the secondary installation when the system
databases that contain them are physically copied as part of quiesce
database hold’s set of databases. These mappings are fulfilled when all
user databases in the source installation are copied as part of the same set.
quiesce database allows for eight database names during asingle
operation. If a source installation has more than eight databases, you can
issue multiple instances of quiesce database hold to create multiple
concurrent quiescent states for multiple sets of databases.

To createthe sourceinstall ation from scratch, you can use amost identical
scripts to create both the primary and secondary installations. The script
for the secondary installation might vary in the physical device names
passed to the disk init command. This approach requires that updates to
system devices on the primary server be reflected by identical changesto
the secondary server. For example, if you perform an alter database
command on the primary server, you must also perform the same
command on the secondary server using identical parameters. This
approach requires that the database devices be supported by a volume
manager, which can present to both the primary and secondary serversthe
same physical device names for devices that are physicaly distinct and
Separate.

Your site may develop its own procedures for making external copies of
database devices. However, Sybase recommends the following:

¢ Include the master database in quiesce database’s list of databases.

* Namedevicesusing identical strings on both the primary and
secondary servers.

System Administration Guide: Volume 2 317



Suspending and resuming updates to databases

e Makethe environments for the master, model, and sybsystemprocs
system databases in the primary and secondary installationsidentical.
In particular, sysusages mappings and database | Ds for the copied
databases must beidentical on the primary and secondary servers, and
database | Ds for both servers must be reflected identically in
sysdatabases.

»  Keep the mapping between syslogins.suid and sysusers.suid
consistent in the secondary server.

e If theprimary server and the secondary server share acopy of master,
and if the sysdevices entry for each copied device uses identical
strings, the physname values in both servers must be physically
distinct and separate.

e Make external copies of adatabase using these restrictions:

e Thecopy process can begin only after quiesce database hold has
compl eted.

e Every devicefor every database in quiesce database’s list of
databases must be copied.

e Theexternal copy must finish before you invoke quiesce
database release.

e During theinterval that quiesce database provides for the external
copy operation, updates are prevented on any disk space belonging to
any database in quiesce database’slist of databases. This spaceis
definedinsysusages. However, if spaceon adeviceisshared between
adatabase in quiesce database’s list of databases and a database not
in the list, updates to the shared device may occur while the external
copy is made. When you are deciding where to locate databasesin a
system in which you plan to make external copies, you can either:

e Segregate databases so they do not share devicesin an
environment where you will use quiesce database, or

» Planto copy all the databases on the device (this follows the
recommendation above that you make a copy of the entire
installation).
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e Usequiesce database only when thereis little update activity on the
databases (preferably during a moment of read-only activity). When
you quiesce the database during aquiet time, not only arefewer users
inconvenienced, but, depending on the third-party 1/0 subsystem that
isto perform the external copy, there may also be less time spent
synchronizing devices involved in the copy operation.

e The mount and unmount commands make it easier to move or copy
databases. You can move or copy a database from one Adaptive
Server to another without restarting the server. You can move or copy
more than one database at atime using the mount and unmount
commands.

You can also use these commands to physically move the devices and
then reactivate the databases.

When you unmount a database, you remove the database and its
devices from an Adaptive Server. unmount shuts down the database
and drops it from the Adaptive Server; devices are also deactivated
and dropped. No changes are made to the database or its pages when
unmounted.

Maintaining server roles in a primary and secondary relationship

If your site consists of two Adaptive Servers, one functioning as the
primary server, and the other acting as a secondary server that receives
external copies of the primary server’s databases, you must never mix the
roles of these servers. That is, the role each server plays can change (the
primary server can become the secondary server and vice-versa), but these
roles cannot be fulfilled by the same server simultaneously.

Starting the secondary server with the -q option

The dataserver -g option identifies the secondary server. Do not usethe -q
option to start the primary server. Under the - option, user databases that
were copied during quiesce database for external dump stay offline until:

e You dump the transaction log for a database on the primary server
with standby access (that is, dump tran with standby_access) followed
by load tran to the copy of this database on the secondary server, and
then perform online database for standby access on this database.

System Administration Guide: Volume 2 319



Suspending and resuming updates to databases

*  You forcethe database online for read and write access by issuing
online database. However, if you do this, the database recovery writes
compensation log records, and you cannot load the transaction log
without either |oading the database, or making a new copy of the
primary devices using quiesce database.

System databases come online regardless of the -q option, and write
compensation log records for any transactions that are rolled back.

“in quiesce” database log record value updated

If you start the secondary server using the -q option of dataserver, for each
user database marked internally as “in quiesce,” Adaptive Server issuesa
message at start-up stating that the databaseis "in quiesce. "

-q recovery for databases copied with quiesce database for external dump
acts much like the recovery for load database. Like recovery for load
database, it internally records the address of the current last log record, so
that a subsequent load transaction can compare this address to the address
of the previous current last log record. If these two values do not match,
then there has been original activity in the secondary database, and
Adaptive Server raises error number 4306.

Updating the dump sequence number

Like dump database, quiesce database updates the dump sequence
numbersif there have been unlogged writes. This preventsyou from using
an earlier database dump or external copy as an improper foundation for a
dump sequence.

For example, in the warm standby method that is described in Figure 11-
5, archives are produced by dump database (D1), dump transaction (T1),
quiesce database, dump transaction (T2), and dump transaction (T3):

320 Adaptive Server Entreprise



CHAPTER 11 Developing a Backup and Recovery Plan

Figure 11-5: Warm standby dump sequence

select into dump

dump transaction

database

guiesce database hold
for external dump

dump
transacti