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About This Book

Audience

How to use this book

Adaptive Server Enterprise Monitor Historical Server User’s Guide
describes how to use Sybase Adaptive Server Enterprise Monitor
Historical Server version 12.5 (Historical Server). Historical Server isa
Sybase Open Server™ application that obtains performance statistics on
Sybase SQL Server™ version 11.0 and Adaptive Server Enterprise
version 11.5 and later.

Thisbook is for people responsible for:

»  Configuring and managing Historical Server

« Using Historical Server to monitor Adaptive Server performance
This book contains the following chapters:

e Chapter 1, “Introduction” provides an overview of Adaptive Server
Enterprise Monitor and presents some basic Historical Server
concepts.

e Chapter 2, “Configuring Historical Server” describes how to
complete aninitial Historical Server configuration or change a
configuration, for both UNIX and Windows NT platforms.

e Chapter 3, “Starting and Stopping Historical Server” describes how
to start and stop Historical Server on both UNIX and Windows NT
platforms.

e Chapter 4, “Command Reference” describes the isql command
interface to Historical Server.

e Chapter 5, “Data Files’ describes the files that Historical Server
creates and how to access the datain them, including how to use the
bep utility to load the datainto Adaptive Server tables.

e Appendix A, “Dataltems’ provides descriptions of the data items
available through Historical Server.

« Appendix B, “ Specifications for Defining Recording Session
Views’ describesvalid combinations of dataitem namesand statistic
types for defining recording session views.

Vii
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Viii

Appendix C, “Specifications for Defining Playback Views’ describes
valid combinations of dataitem names and statistic types for defining
playback session views.

Appendix D, “ Examples of Recording Session Views’ provides examples
of recording session views.

Use the following books for more information about Adaptive Server
Enterprise Monitor:

Sybase Adaptive Server Enterprise Monitor Release Bulletin contains
rel ease notes and platform-specific information about all Adaptive Server
Monitor components.

Sybase Adaptive Server Enterprise Monitor Server User’s Guide describes
how to configure and manage Monitor Server.

Sybase Adaptive Server Enterprise Monitor Client Library Programmer’s
Guide describeshow to accessand use Monitor Client Library. Thelibrary
provides a programming interface to the performance data gathered by
Monitor Server. It also provides a programming interface for recording
and playing back performance data using Historical Server.

Use the following books for more information about Adaptive Server
configuration and tuning:

Open Client/Server ™ Configuration Guide for UNIX and Open
Client/Server Configuration Guide for Desktop Platforms describe the
utilities that enable client/server connections, such as dsedit.

Adaptive Server Enterprise Utility Programsisaguideto Adaptive Server
utilities, such asisql.

Adaptive Server Enterprise System Administration Guide contains
information on tuning and configuring Adaptive Server.

Adaptive Server Enterprise Performance and Tuning Guide documents
Adaptive Server performance analysis and optimizing.

Use the Sybase Technical Library CD and the Technical Library Product
Manuals Web site to learn more about your product:

Technical Library CD contains product manuals and isincluded with your
software. The DynaText browser (downloadable from Product Manuals at
http:/iwww.sybase.com/detail/1,3693,1010661,00.html) allowsyouto access
technical information about your product in an easy-to-use format.

Refer to the Technical Library Installation Guide in your documentation
package for instructions on installing and starting the Technical Library.
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e Technical Library Product Manuals Web siteisan HTML version of the
Technical Library CD that you can access using a standard Web browser.
In addition to product manuals, you will find links to the Technical
Documents Web site (formerly known as Tech Info Library), the Solved
Cases page, and Sybase/Powersoft newsgroups.

To access the Technical Library Product Manuals Web site, go to Product
Manuals at http://www.sybase.com/support/manuals/.

Sybﬁse Vse{)tifications Technical documentation at the Sybase Web site is updated frequently.
on the We

[JFor the latest information on product certifications

1 Point your Web browser to Technical Documents at
http://www.sybase.com/support/techdocs/.

2 Select Products from the navigation bar on the left.

3 Select aproduct name from the product list.

4 Select the Certification Report filter, specify atime frame, and click Go.
5 Click aCertification Report title to display the report.

[JFor the latest information on EBFs and Updates

1 Point your Web browser to Technical Documents at
http://www.sybase.com/support/techdocs/.

2  Select EBFs/Updates. Enter user name and password information, if
prompted (for existing Web accounts) or create a new account (afree
service).

3 Specify atime frame and click Go.
4  Select aproduct.
5 Click an EBF/Update title to display the report.

[TTo create a personalized view of the Sybase Web site (including support
pages)

Set up aMySybase profile. MySybaseisafree servicethat allowsyouto create
apersonalized view of Sybase Web pages.

1 Point your Web browser to Technical Documents at
http://lwww.sybase.com/support/techdocs/

2 Click MySybase and create a MySybase profile.

%anentioqs used in The following table describes the style conventions used in this manual.
this manua



Description Examples

Command names, command parameters, The -S parameter is required.
and other keywords appear in thetext in
Helvetica typeface.

Variables, file names, path names, and -Uusername
Adaptive Server table names appear in the
text initalic typeface.

User input appearsin courier typeface. isgl -Usybase -Psa
-Sserverl

Computer output, such as error messages Unable to attach with

and command output, appearsin Courier shared memory.

typeface.

Brackets indicate that the enclosed itemis  [no_wait]
optional. Do not type the brackets.

Curly braces indicate that you must choose  {0,1}
at least one of the enclosed options. Do not
type the braces.

Ellipses indicate that you may repeat the [, dataltemName, dataltem3at]. . .
preceding item multiple timesin the

command. Do not include ellipsesin your

command.

If you need help Each Sybaseinstallation that has purchased a support contract has one or more
designated people who are authorized to contact Sybase Technical Support. I
you cannot resolve aproblem using the manuals or online help, please have the
designated person contact Sybase Technical Support or the Sybase subsidiary
in your area.



CHAPTER 1 Introduction

This chapter contains these topics:

Topic Page
Description of Adaptive Server Enterprise Monitor 1
Historical Server concepts 3

Description of Adaptive Server Enterprise Monitor

Adaptive Server Enterprise Monitor (Adaptive Server Monitor) provides
away to monitor Adaptive Server performanceinrea timeor ina
historical data-gathering mode. System administrators can use this
information to identify potential resource bottlenecks, to research current
problems, and to tune for better performance. Adaptive Server Monitor
provides feedback for tuning at several levels:

e Adaptive Server configuration
e Database design
e SQL statementsin applications and stored procedures

Adaptive Server Monitor components

Adaptive Server Monitor consists of four components that gather or
display Adaptive Server performance data:

e Adaptive Server Enterprise Monitor Server (Monitor Server) —this
server collects Adaptive Server performance datain real time and
makes the data available to the other Adaptive Server Monitor
components. Monitor Server is a Sybase Open Server ™ application.
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e Adaptive Server Enterprise Monitor Historical Server (Historical Server)
—this server obtains Adaptive Server performance data from Monitor
Server and savesthe datain filesfor deferred analysis. Historical Server is
a Sybase Open Server application.

e Monitorsin the Adaptive Server Enterprise plug-in for Sybase Central
(Monitor Viewer) —the monitors obtain Adaptive Server performance data
from Monitor Server and display the datain real timein tables and graphs.

e Adaptive Server Enterprise Monitor Client Library (Monitor Client
Library) —thisapplication programming interface (API) to Monitor Server
and Historical Server is available to users for devel oping monitoring
applications. Historical Server and the monitors in the Adaptive Server
Enterprise plug-in for Sybase Central are Monitor Client Library
applications.

Adaptive Server Monitor architecture

Figure 1-1 shows the relationships between Adaptive Server and the various
components of Adaptive Server Monitor.

Figure 1-1: Adaptive Server and Adaptive Server Monitor components

Shared Memory

Adaptive Server Monitor
Enterprise Server
These servers must

reside on the same
computer.

R

oper Monitor NVonitor NVonitor
Client Client Client Client Client Client
Library Library Library Library Library Library
—
> > —— >
I — .
Adaptive Server Enterprise Monitor Viewer : ; Other Mpmtor
. . . ) Historical Client L|brary
client applications in Server licati
including isql Sybase Central applications



CHAPTER 1 Introduction

Adaptive Server Enterprise Monitor architecture

Adaptive Server saves performance datain ashared memory areathat Monitor
Server reads. Because of this shared memory technique, Monitor Server must
be installed and running on the same machine as the Adaptive Server being
monitored. A one-to-one relationship exists between an Adaptive Server and a
Monitor Server. For more information about Monitor Server, see Sybase
Adaptive Server Enterprise Monitor Server User’s Guide.

Monitor Client Library applications obtain Adaptive Server performance
statistics from Monitor Server. These applications are clients of Monitor
Server. For performance reasons, Sybase recommends running Monitor Client
Library applications on machines other than the ones where pairs of Adaptive
Server and Monitor Server arerunning. See Sybase Adaptive Server Enterprise
Monitor Client Library Programmer’s Guide for more information.

The Adaptive Server Enterprise plug-in for Sybase Central includes a set of
monitors showing different aspects of Adaptive Server resource usage at
various levels of detail. Each open monitor is a separate application, with a
unique client connection to Monitor Server. In Sybase Central, each Adaptive
Server installation has its own Monitors folder containing the set of monitor
objects.

Historical Server collects performance information from Monitor Server and
savestheinformation infilesfor deferred analysis. Historical Server interfaces
let users specify the data to collect and the time period desired. They also
include a historical data playback feature. The interfaces are:

e A command interface in isql. For more information, see Sybase Adaptive
Server Enterprise Monitor Historical Server User’s Guide.

* A programming interface using Monitor Client Library. For more
information, see Sybase Adaptive Server Enterprise Monitor Client
Library Programmer’s Guide.

Historical Server concepts
This section describes the following Historical Server concepts:
e Recording sessions
* Playback sessions
* Views

« Dataitems and statistic types
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Recording sessions

Recording sessions gather Adaptive Server performance data and storeiit in
filesfor later analysis. Some attributes of arecording session are:

»  Monitor Server name — by association, this defines the Adaptive Server
whose performance you are monitoring.

»  Sampleinterval —this attribute defines how often to collect performance
data.

* Views, alarms, and filters— views and filters define the data you want to
collect. Alarms define actions that can occur when a specified data item
hits a predefined threshold value.

»  Sarttimeand end time—these specifications define the time period during
which you want to collect the data.

To create arecording session, use a sequence of commands in the Historical
Server isgl command interface:

* hs_create_recording_session
* hs_create_view

* hs_create_filter (optional)

*  hs_create_alarm (optional)

* hs_initiate_recording

»  Usethe Record option on the File menu from any Monitor Viewer window
in Sybase Central. The Record option invokes a wizard that guides you
through the process of creating a recording session.

When you create arecording session, Historical Server assignsit asession ID.
You can list the session IDs of defined recording sessions using the hs_list
command. That command can also show the complete recording session
definition, including view names and the dataitems, alarms, and filtersin the
view.

Historical Server stores these recording session definitionsin its control file,
whichresidesintheHistorical Server homedirectory. Therefore, hs_list can see
only recording session definitions that were created by Historical Server
instances using the same home directory that the current Historical Server is
using. See “Configuring multiple instances of Historical Server” on page 23
for more information on configuring Historical Server home directories.

To examine the data gathered by a recording session, you can:
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Playback sessions

Populate Adaptive Server tables with the data from recording sessions by
using the Sybase bulk copy (bcp) utility. See “Bulk copy exampl€e” on
page 97 for more information.

Initiate a Historical Server playback session. See “Playback sessions’ on
page 5 for more information.

Playback sessions let you retrieve the data gathered during one or more
recording sessions. You can play back datain two forms:

Playback to a client — the results of the playback are sent to the user, who
can view the results on the terminal or redirect them to afile.

Playback to a file — the results of the playback are stored in afile. The
resulting files are essentially a new recording session. You can use these
filesasinput to yet another playback session, or asinput to the bep utility
to populate Adaptive Server tables, or any other way that you would use
recording session files.

The following attributes define a playback session:

Input recording sessions —the input to a playback session is one or more
recording sessions.

Views, start time, and end time — these attributes define the data from the
input recording sessions that you want to include in the playback session.

Summarization level —you can specify raw playback, which shows you
exactly what was recorded, or you can specify various summarization
levels.

To create a playback session, use the following sequence of commands from
the Historical Server command interface:

hs_create_playback_session

hs_create_playback_view

hs_initiate_playback

hs_playback_sample (used only for playback to a client)

hs_terminate_playback
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Views

A recording session view defines the performance data you want Historical
Server to gather. A playback session view defines which performance data
from arecording session view you want Historical Server to play back.

A view consists of aview name and one or more data items. Each data has a
statistic type associated with it. See “Dataitems and statistic types’ on page 6
for more information.

When you define a recording session, you define one or more views to be
included in that recording session. A recording session must have at least one
view. For more information about creating recording session views, see
hs_create_view on page 70.

Appendix D, “Examples of Recording Session Views’ contains many sample
recording session views.

When you define aplayback session, you define which viewsin the previously
defined recording session(s) should be included in the playback session. The
playback session view name(s) must be the same as the name(s) used for the
recording session(s) views. You can include all dataitems or a subset of the
dataitems from the recording session view in the corresponding playback
view. For more information about creating playback views, see
hs_create_playback_view on page 65.

Data items and statistic types

A data item identifies specific information that you want to include in the
view. If adataitem includes embedded spaces, you must surround the name
with quotation marks when you use it. Some sample dataitems are: Page /0O,
Login Name, and CPU Time.

Table A-1 on page 101 lists all available dataitems and describes each one.

Each dataitem has astatistic type associated with it. The statistic type defines
the duration of the dataitem (sample or session) and whether Historical Server
performs calculations on the data item.

The statistic types contain embedded spaces. You must surround them with
quotation marks when you use them in the Historical Server commands.

Not all statistic typesarevalid with al of thedataitems. Table B-3 on page 147
shows valid statistic types for each dataitem.

The six statistic types are:
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“Value for Sample” — this statistic type returns a count of activity or some
type of information that applies to the most recent sampleinterval. It
implies no calculations.

e Activity Counts— for dataitems that represent activity counts, this
statistic type returns the number of occurrences of an activity during
the most recent sample interval. For example, Value for Sample for
Page 1/0 is the number of page I/Os that occurred during the most
recent sampleinterval.

e Other information —thisis the only statistic type valid for dataitems
that represent character strings. For example, Vaue for Sample for
Object Name returnsthe name of atable. Thisstatistic typeisalsothe
only one valid for data items that represent values such as IDs and
values for configured parameters, such as Process ID and Code
Memory Size.

“Value for Session” — this statistic type returns a cumulative count of
activity since the start of gathering the data (since the connection was
opened). No calculations are performed. For example, Value for Session
for Page 1/0 is the number of page 1/Os that occurred since the recording
session started.

“Rate for Sample” —this statistic type cal culates arate per second. It returns
the average number of occurrences per second of an activity during the
most recent sampleinterval. For example, Rate for Samplefor Pagel/Ois
the average number of page I/Os that occurred each second during the
most recent sampleinterval.

Thecdculation is:

Count for the most recent sample interval
Number of seconds in the sampleinterval

“Rate for Session” —thisstatistic type calculatesarate per second. It returns
the average number of occurrences per second of an activity during the
current recording session. For example, Rate for Session for Page 1/O is
the average number of page I/Os that occurred per second since the
recording session started.

The calculation is:

Count for the session
Number of secondsin the session
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e “Average for Sample” — this statistic type calculates an average value per
occurrence of an activity over the most recent sampleinterval. Only afew
data items can use this statistic type. The meaning of the returned value
depends on the dataitem. For example, Average for Sample for Procedure
Elapsed Time is the average execution time per execution of a stored
procedure during the most recent sample interval.

e “Average for Session” — this statistic type calculates an average value per
occurrence of an activity over the session. Only a few dataitems can use
this statistic type. The meaning of the returned value depends on the data
item. For example, Average for Session for Procedure Elapsed Timeisthe
average execution time per execution of a stored procedure during the
recording session.

Table B-3 on page 147 shows valid combinations of data items and statistic
types.
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This chapter describes these topics:
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Historical Server configuration concepts

This section describes concepts that you should understand before

configuring Historical Server including:
e TheHistorical Server control file and home directory
e The operating system start-up account

e TheHistorical Server superuser account

The Historical Server control file and home directory

The Historical Server control file maintains information about recording
sessions that users create. Thisinformation persists across start-ups, so
users can access recording sessions that they created during previous

executions of Historical Server. The control file restricts user access to
private recording session files. (Recording session files can have public or

private access.)

The Historical Server home directory isimportant for two reasons:

e It containsthe Historical Server control file. When Historical Server
starts, it looksfor acontrol filein the home directory. If acontrol file

does not exist, Historical Server createsiit.
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e Itisthedefault directory location for the data files that Historical Server
writes during recording sessions. The users who create the recording
sessions can override this default location.

The-D parameter inthe Historical Server start-up command specifiesthe home
directory location. Thisisarequired parameter.

The current execution of Historical Server can access datafiles from previous
executions only if the current execution is using the same control file, in the
same home directory, as the previous executions were using. Therefore, in
most cases, you should not change the Historical Server home directory (the -
D start-up parameter) between start-ups. See “ Configuring multiple instances
of Historical Server” on page 23 for a discussion about using different home
directories.

For more information about the files created by Historical Server, see Chapter
5, “Data Files'.

Accessing control file information

Usethe Historical Server hs_list command to gain access to the information in
the Historical Server control file.

Do not edit the control file

Do not edit the control file. You might inadvertently corrupt it. Regardless of
the editor you use, do not open and then save thisfile.

Thisistrue especidly if Historical Server isrunning on Windows NT. Unlike
the other files created by Historical Server, the control fileis not a standard-
format Windows NT text file. Lines of text in the control file are terminated
only with newline characters, rather than the usual carriage-return/newline
pairs. Do not try to edit this file because the editing program may corrupt the
file by embedding unwanted carriage-return/newline pairs into the text.

The operating system start-up account

10

The account that starts Historical Server must satisfy these conditions:

*  The same account must start Historical Server each time.
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The operating system account that starts Historical Server for the first
time, when Historical Server creates the contral file, isthe only account
that has subsequent access to that control file. The same account must
perform all subsequent start-ups of Historical Server using the same home
directory, to gain access to the control file. No other account can start
Historical Server successfully using the same home directory. This
restriction prevents unauthorized reading and modification of Historical
Server files.

A different account can start Historical Server if the start-up command
specifies a different home directory. In the new location, if no control
exists, Historical Server creates one. The recording session datafilesin a
home directory arenot visibleto aHistorical Server using adifferent home
directory.

e Theaccount must have search (execute) and write access to the Historical
Server home directory specified in the start-up command.

e Theaccount must have search (execute) and write access to the locations
of recording session datafiles, as specified by users who create recording
sessions. The default location isthe Historical Server home directory, but
users can override that default on a session-by-session basis when they
create recording sessions.

The Historical Server superuser account

The -U parameter in the Historical Server start-up command can optionally
specify asuperuser for Historical Server. If this parameter is specified, the
superuser is allowed to:

e Shut down Historical Server
e View or delete any historical datafiles

If the start-up command does not include the -U parameter, any user may stop
Historical Server, but no user has unrestricted access to historical datafiles.

Sybase Open Client/Server connections

Historical Server establishes client/server connections using either interfaces
files (the interfaces file on UNIX; sgl.ini file on Windows NT) or adirectory
service, as supported by Sybase Open Client/Server version 11.1.x.

11
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The advantage of using adirectory serviceisthat you do not need to update the
interfaces or sql.ini fileson all of the client machines. A single directory
service entry replaces these files. Changes such as moving a server to anew
address or changing the server name are easier to administer.

See Open Client/Server Configuration Guide for UNIX or Open Client/Server
Configuration Guide for Desktop Platforms for more information. The
configuration instructions in this chapter summarize the required tasks for
successful Historical Server connections.

Initial configuration on UNIX platforms

This section describes how to configure Historical Server on UNIX platforms.

Assumptions on UNIX platforms
Theinstructionsin this section are based on the following assumptions:

» Historical Server softwarewas unloaded from the delivery mediausingthe
using the instructions provided with the delivery media.

» An Adaptive Server/Monitor Server pair is configured on your network.

Results of installation on UNIX platforms

OnUNIX platforms, theinstallation processunloadsthefilesfromthedelivery
media

Configuration procedures on UNIX platforms
To configure Historical Server on a UNIX platform:

1 Set the $SYBASE environment variable to the value of the Sybase
installation directory where you unloaded Historical Server.

2 Logonusing the“sybase” account or another account that hasread, write,
and search (execute) permissions on the $SYBASE directory.

3 Set the $PATH environment variable.

12
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The Historical Server executable residesin $SYBASE/bin. Add this path
name to the $PATH environment variable for the account that will start
Historical Server.

Create a script file for Historical Server start-up.

A script file ensures that correct start-up parameters are used for each
Historical Server start-up. The script file contains the Historical Server
start-up command, histserver, and its parameters.

To create a Historical Server script file:

a Using any editor, create a new file. The recommended name and
location for the new fileis:

install dir/install/run histServerName,
where histServerName is the name of the Historical Server.

b Edit the new file, inserting the histserver command and supplying
parameters and values appropriate to your installation. Do not use
carriage returns within the command; use the UNIX continuation
character (\) to continue the command on multiple lines. Spaces
between a parameter and its value are optional .

Table 2-1 on page 21 describes the command and its parameters. The
parameters marked “required” in the table must appear in the script
file. The oneswith default values may be omitted if the default values
are acceptable.

A sample script file for starting Historical Server follows:

histserver -D serverlHistDir -S serverlHist \
-U sa -P saPasswd \
-1 serverlHistLog -n 15 &

¢ Usethechmod command to give the account that will start Historical
Server execute permission on the script file.

Add connectivity information for Historical Server.

Thistask assigns a port or network address to Historical Server. It also
ensures that Historical Server can connect to one or more Adaptive
Server/Monitor Server pairs.

Add Historical Server connection information either to theinterfacesfiles
or to adirectory service. See Open Client/Server Configuration Guide for
UNIX for information on dsedit, dscp, dsedit_dce, and dscp_dce.

If you arerelying on interfacesfiles for making client/server connections:

13
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a Check the server listings in the interfaces file used by Historical

Server. For Historical Server to run, this file must contain entries for
all of the following servers:

e Any Adaptive Server you want to monitor
e A Monitor Server paired with each Adaptive Server
» Historical Server

Use either dsedit (if your system is running X Windows) or dscp (a
command-line utility) to add entriesto an interfacesfile. Follow the
instructionsin Open Client/Server Configuration Guidefor UNIX. To
add these entries, you must know the;

e Monitor Server and Adaptive Server names to which you want
Historical Server to connect.

e Port numbers or network addresses assigned to these servers
when they were configured. If you need to research this
information, use dsedit or dscp on the machine where a server
was configured to examine the appropriate interfacesfile.

If you are relying on adirectory service for making client/server
connections:

Make sure that the libtcl.cfg file on the machine where Historical
Server was installed points to the appropriate directory service. Use
an editor to check and update libtcl.cfg files.

Add Historical Server to the directory service, using dsedit_dce (if
your system is running X Windows) or dscp_dce (a command-line
utility). You need to know the Historical Server nameto completethis

step.

Configure Historical Server on client machines.

Thistask enables clients to connect to Historical Server. Historical Server
clients are users who create recording sessions or playback sessions. Each
client machine must be configured appropriately.

See Open Client/Server Configuration Guide for UNIX for instructionson
using dsedit and dscp.

If you arerelying oninterfaces filesfor making client/server connections:

a

Updateall of theinterfacesfilesused by Historical Server clients. The
client interfaces files must contain entries for:

e Historical Server
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e Any Adaptive Server that you want to monitor through Historical
Server

e Monitor Server associated with each Adaptive Server listed

b  Usedsedit (if your systemisrunning X Windows) or dscp (a
command-line utility) to add entriesto an interfacesfile. To add these
entries, you must know the following information:

e Historical Server name.

e Monitor Server and Adaptive Server names that you want
Historical Server to connect to.

e Port numbers or network addresses assigned to these servers
when they were configured. If you need to research this
information, use dsedit or dscp on the machine where a server
was configured to examine the appropriate interfacesfile.

If you are relying on adirectory service for making client/server
connections, make surethat thelibtcl.cfg fileon all Historical Server client
machines points to the appropriate directory service. Use atext editor to
check and update libtcl.cfg files.

Initial configuration on Windows NT

This section describes how to configure Historical Server on Windows NT
machines. It includes the following topics:

e Assumptions on Windows NT
¢ Reasults of installation on Windows NT

«  Configuration procedures on Windows NT

Assumptions on Windows NT
These procedures assumes that:

e TheHistorica Server software was|oaded from the delivery media, using
the instructions provided with the delivery media.

e An Adaptive Server/Monitor Server pair is configured on your network.

15
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Results of installation on Windows NT

On the Windows NT platform, the Sybase installation process performs a
nearly complete installation of Historical Server. The installation process does
the following regarding Historical Server:

e CopiesHistorica Server files to the Sybase installation directory.

e Adds parameter values for the Historical Server start-up command to the
NT Registry. It uses default values for these parameters. The entries are
under:

\\HKEY_LOCAL_MACHINE\SOFTWARE\SYBASE\SERVER\
servername\Parameters

* Addsthe new Historical Server to thelist of servicesinthe NT Registry.
The entry isunder:

HKEY_LOCAL_MACHINE\SYSTEM\CurrentCOntrolSet\
Services

» AddsHistorical Server connectivity information to the sgl.ini filein the
Sybase installation directory on the Historical Server machine.

Configuration procedures on Windows NT
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To complete Historical Server configuration, perform the following steps:
1 Add connectivity information for Historical Server.

Thistask assigns a port or network address to Historical Server. It also
ensures that Historical Server can connect to one or more Adaptive
Server/Monitor Server pairs. Add connection information either to sgl.ini
files or to adirectory service. See Open Client/Server Configuration
Guidefor Desktop Platformsfor moreinformation on any of thefollowing
procedures and on ocscfg or dsedit.

If you arerelying on sql.ini filesfor making client/server connections, then
check the server listingsinthesgl.ini file. For Historical Server to run, this
file must contain entries for all of the following servers:

e Any Adaptive Server you want to monitor.

e A Monitor Server paired with each Adaptive Server.
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Historical Server. Entriesfor Historical Server should exist, sincethe
Sybase installation process adds them. However, since the Adaptive
Server/Monitor Server pairs usually are running on a different
machinefrom Historical Server, entries probably do not exist for them
on the Historical Server machine. If thisisthe case, you need to add
entries for each Adaptive Server/Monitor Server pair to which
Historical Server intends to connect.

Use dsedit to add entries to asql.ini file. To add these entries, you must
know the following information:

Monitor Server and Adaptive Server names to which you want
Historical Server to connect.

Port numbers or network addresses assigned to these servers when
they were configured. If you need to research thisinformation, use
dsedit on the machine where a server is configured to examine the
appropriate sql.ini or interfacesfile.

Note The Adaptive Server name must not be an alias name. It must
be the name that Monitor Server knows it by. For example, use the
value you used in the -S parameter in the Monitor Server start-up
command.

If you edit asqgl.ini fileusing atext editor instead of dsedit, make sure
that a carriage return exists at the end of the last linein thefile.

If you are relying on adirectory service for making client/server
connections:

Make sure that the libtcl.cfg file on the machine where Historical
Server isinstalled points to the appropriate directory service. Use
ocscfg to check and update libtcl.cfg files.

Add Historical Server to the appropriate directory service, using
dsedit. You need to know the Historical Server nameto completethis
step. The default name created by the installation processisin the
format machineName_hs. For example, smith_hs.

Configure Historical Server client machines.

Thistask enables clients to connect to Historical Server. Historical Server
clients are userswho create recording sessions or playback sessions. Each
client machine must be configured appropriately.

17
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If youarerelying on sql.ini filesfor making client/server connections, then
update all of the sgl.ini files used by Historical Server clients. The client
sqgl.ini files must contain entries for:

» Historica Server.
e The Monitor Server associated with each Adaptive Server listed.

e Any Adaptive Server that you want Historical Server to collect data
for.

Use dsedit to add entries to a sql.ini file. To add these entries, you must
know the following information:

e Historical Server name.

e Monitor Server and Adaptive Server names to which you want
Historical Server to connect .

e Port numbers or network addresses assigned to these servers when
they were configured. If you need to research this information, use
dsedit on the machine where a server was configured to examine the
appropriate sgl.ini file.

If you are relying on adirectory service for making client/server
connections, then make sure that the libtcl.cfg file on all Historical Server
client machines points to the appropriate directory service.

Use ocscfg to check and update libtcl.cfg files.
3 Review start-up parametersin the NT Registry.

Thistask ensures that the default start-up parameter values that the installation
process inserted into the NT Registry are suitable for your site.

When you start Historical Server using the Control Panel Serviceswindow, the
server reads its start-up parameters fromthe NT Registry entry. If you start the
server from command-line or by means of a batch file, Historical Server uses
the start-up parameters from both the registry entry and from the command. If
the same parameter appearsin both places, the value specified in the command
takes precedence over the value in the registry entry. If you do not specify any
start-up parameters in the command, by default all of the NT Registry entry
parameters are used.

Changing start-up parameter

18

To change start-up parameters or to changethe server nameinthe NT Registry:

1 Startthe NT Registry Editor (regedt32.exe, usually in winnt\system32).
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For NT 4.0, select the window named:
\\HKEY LOCAL MACHINE
or, for NT 3.5.1:
\\HKEY USER
and select the correct user entry.

Save or print the existing settings before proceeding. From the registry
menu, select the Save Subtree As command or the Print command.

In the tree view, highlight:

\SOFTWARE\SYBASE\Server\
srvrName\Parameters

where srvrName is the name of the server whose start-up parameters you
want to change.

On theright side of the window, review thelist of existing start-up
parameters. They appear in the following format:

Argx, dataType, parameter
where;
e Xisaninteger in sequential order
e dataType defines the type of datain the parameter value

e parameter isastart-up option, preceded by adash and followed by the
parameter value.

An exampl e containing the Historical Server -D, -U, and -P start-up
parameters follows:

Arg0:REG _SZ:-Dc:\sybase\data\hs data
Argl:REG_SZ:-Uhssuper
Arg2:REG_SZ:-Pxwdfr

To add a new start-up parameter:
¢ From the Edit menu, choose Add Value.

* Intheresulting dialog box, in the Value Name box, enter argx where
X isthe next integer not currently assigned.

e From the Data Type drop-down list, choose REG_SZ.
* Intheresulting String dialog box, enter the parameter and val ue.

To modify existing parameters:

19
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»  Double-click the parameter line you want to change.
* Intheresulting String dialog box, change the entry.

7  From the registry menu, choose Exit.

Setting Historical Server start-up parameters

This section describesthe Historical Server start-up command and parameters.
The section applies to Historical Server running on both UNIX and NT
platforms.

Function
Starts Historical Server.

Syntax

{histserver|histsrvr}
-D homeDir

[l
interfacesFile] [-llogFile]
[-UuserName] [-Ppassword]
[-nmaxConnections] [-ShsName] [-v]

The executable nameishistserver on UNIX platformsand histsrvr on Windows
NT.

Parameters

Table 2-1 describes the parameters to the Historical Server start-up command.

20
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Table 2-1: Historical Server start-up parameters

Parameter

Description

-D homeDir

Required. This parameter specifies the home directory for this
instance of Historical Server. The account that starts Historical
Server must have read, write, and search (execute) permissions on
the Historical Server home directory.

The default home directory isthe current working directory for the
account that starts Historical Server.

The control file used by thisinstance of Historical Server residesin
thehomedirectory. The control file containsinformation about past
recording sessions and is updated during the current run as new
recording sessions are established.

The directory specified by this parameter is a so the default
directory into which historical datafiles are written during a
recording session. The user who creates a recording session can
override this default location without affecting the definition of the
control file.

Multiple instances of Historical Server can share the same home
directory. See “Configuring multiple instances of Historical
Server” on page 23 for more information.

Note If any UNIX shell-specific characters, such asthe C shell’s
tilde (~), appear at the start of the directory’s name, you must
separate the -D parameter and the directory name by one or more
space characters. Otherwise, the shell cannot recognize that file
name expansion is required.

-i
interfacesFile
(Upper or
lower case “i”
isvalid after
the dash.)

Path name of the interfaces file to use. The file must contain
connection information, including the correct names, for Historical
Server and all Adaptive Server and Monitor Server pairs to which
you want this Historical Server to connect. If you omit this
parameter, the name and location of the default interfacesfileis:

UNIX: $SYBASE/interfaces

NT: SYBASE\sql.ini (where SYBASE is the value of the SYBASE
environment variable)

- logFile

Path name of the log file in which information and error messages
about the Historical Server arelogged. The data collected includes
start-up information, error messages, and possibly arecord of
alarms that were triggered. The default path nameishs.login the
current directory.
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Parameter

Description

-Nn
maxConnectio
ns

Specifies the maximum number of concurrent Open Client
connectionsallowed to Historical Server. Valid valuesare 1 through
20. The default is 20.

Open Client connections to Historical Server are isgl connections.

-P password

Password of user specified with the -U parameter. A user who logs
into Historical Server must supply this username and password to
be allowed to exercise Historical Server superuser privileges. See
“The Historical Server superuser account” on page 11 for more
information

Note for UNIX: If you specify the -U parameter, but do not specify
this parameter, Historical Server prompts for a password during
start-up. However, Historical Server must be started in foreground
modefor you to receive the prompt. Make thefollowing changesto
the start-up script if you want to be prompted for a password:

* Remove the -P parameter and the ampersand (&) from the start-
up script file.
« Execute the script file.

«  When prompted for a password, enter the password for the
username you specified in the -U parameter.

« Put the Historical Server processin the background.

-S hsName

Name of Historical Server asit appearsin the interfacesfile. If
omitted, the Historical Server name defaults to the value of the
DSLISTEN environment variable. If DSLISTEN is not set, the name
“histserver” isused.

-U userName

Name of Historical Server superuser. When the superuser logsinto
Historical Server, that user is allowed to issue the shutdown
command to terminate Historical Server, and to view or delete any
datafiles created by Historical Server, regardless of the user who
initiated the recording sessions.

This user nameis not required to correspond to either an Adaptive
Server login account or to an operating system registration. See
“The Historical Server superuser account” on page 11 for more
explanation.

If you do not specify this parameter, any user may stop Historical
Server, but no user has unrestricted access to the Historical Server
datafiles.

Displays Historical Server version information and exits, ignoring
all other parameters.
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Configuring multiple instances of Historical Server

There are times when running more than one instance of Historical Server is
appropriate. However, you must be sure to configure the multiple instances
correctly to either allow or restrict user accessto the recording sessions of the
multiple instances.

This section discusses the following configuration topics:

*  When to create multiple instances of Historical Server

«  Configuring an additional Historical Server on UNIX platforms
e Configuring an additional Historical Server on Windows NT

When to create multiple instances of Historical Server

If asingleinstance of Historical Server ismanaging many concurrent recording
sessions that have short sample intervals, the amount of time required to
process and record the samples may interfere with the timely acquisition of
new samples. If the timestampsin the recorded data filesindicate that samples
are not being collected at a reasonable approximation of the requested sample
interval, you may choose to spread the load among two or more instances of
Historical Server.

When multiple instances of Historical Server use the same home directory:

« Each instance must be started by the same operating system account.

« All instances that use the same home directory use the same control file.
*  The sessions recorded by one instance are visible to the other instances.

»  Filelocking mechanisms ensure that the control fileis not corrupted by
concurrent accesses.

When multiple instances of Historical Server use different home directories:
* TheHistorical Server instances can be started by different user accounts.
*  TheHistorical Server instances use different control files.

*  Therecording sessions of one server are not visible to the others. For
example, the hs_list command, issued through isgl, cannot access the
recording sessions defined by another Historical Server using a different
home directory.
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When deciding whether multiple instances should use the same or different
home directories, consider these factors:

Visibility of data—if users of the multiple instances need accessto each
other’s recording session definitions, use the same home directory. If
sharingisundesirable, use different homedirectories. All input sessionsto
aplayback session must be in the same home directory.

Visibility of status information — the hs_status command cannot

di stinguish between multipleinstances of Historical Server using the same
home directory. If this distinction isimportant to Historical Server
administration, use different home directories.

Contention on the control file—if alarge control filereceives heavy access
from multiple users, different home directories might mean better user
response time. Actions such as creating recording sessions and listing
information about recording sessions use the control file; recording
sessionsthemselves, when they are running, do not block other usersfrom
the control file.

Configuring an additional Historical Server on UNIX platforms
To configure an additional Historical Server on UNIX platforms:

24
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Copy the start-up script that you created for the original Historical Server.
Name the new file to reflect the name of the new Historical Server you
want to start.

Edit the start-up file, changing the parametersto the start-up command as
appropriate for the new instance of Historical Server. See “ Setting
Historical Server start-up parameters’ on page 20 for explanations of all
Historical Server start-up parameters. Pay particular attention to the -D
parameter, which specifiesthe Historical Server homedirectory. You must
decide whether you want multiple instances of Historical Server to share
the same home directory or maintain separate ones. See “When to create
multiple instances of Historical Server” on page 23 for guidelines.

Set up connectivity information for Historical Server, adding entries for
the new Historical Server. Useaport number for the new Historical Server
that isunique onitsmachine. Seestep 5in “Initial configuration on UNIX
platforms’ on page 12 for details.

Edit the connectivity information on the client machines, adding entries
for the new Historical Server. Seestep 6in“Initial configuration on UNIX
platforms’ on page 12 for details.
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Configuring an additional Historical Server on Windows NT

The Server Configuration utility cannot configure anew Historical Server. To
configure an additional Historical Server after initial installation:

Task 1: add start-up parameters to the NT Registry

Task 2: update the NT Registry services list

Task 3: add connectivity information for Historical Server
Task 4: configure Historical Server client machines

Task 5: create a.bat file (optional)

Task 1: add start-up parameters to the NT Registry
To add Historical Server start-up parametersto the NT Registry:

1
2

Start the NT Registry Editor (regedt32.exe, usually in winnt\system32).
For NT 4.0, select the window named:
\\HKEY LOCAL MACHINE
or, for NT 3.5.1:
\\HKEY USER
and select the appropriate user.

Save or print the existing settings before proceeding. From the registry
menu, select the Save Subtree As command or the Print command.

In the tree view, highlight:
\ SOFTWARE\SYBASE\Server
From the Edit menu, choose Add Key.

In the resulting dialog box, in the Key Name box, enter the name of the
Historical Server you are adding.

Leave the Class box blank.

In the tree view, highlight:
\SOFTWARE\SYBASE\Server\hsName
where hsName is the new Historical Server name.

From the Edit menu, choose Add Value.

In the resulting dialog box, in the Value Name box, enter:
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ServerType

From the Data Type drop-down list, choose:
REG SZ

In the resulting String dialog box, enter:
HISServer

Make sure the entry for the new Historical Server name remains
highlighted.

From the Edit menu, choose Add Key.

In the resulting dialog box, in the Key Name box, enter:
Parameters

L eave the Class box blank.

In the tree view, highlight:
\SOFTWARE\SYBASE\Server\hsName \Parameters

where hsName is the new Historical Server name.

From the Edit menu, choose Add Value.

In the resulting dialog box, in the Value Name box, enter:
Argo

From the Data Type drop-down list, choose:
REG_SZ

In the resulting String dialog box, enter:
-ShsName

where hsName is the Historical Server name you used previously.

Repeat steps 13 through 15 until you have entered all of the start-up
parameters for Historical Server. See “ Setting Historical Server start-up
parameters’ on page 20 for information about start-up parameters.

At aminimum, enter the following required parameters. The order does
not matter; for example, -D does not have to be Argl.
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Value
name Datatype String
Arg0 REG_Sz -ShsName
where:
hsName is the Historical Server name you used in
step 5.
Example:
-SHS SERVER1
Argl REG_Sz -DdataDirectoryName
where:
dataDirectoryName is the full path name of an existing
directory where you want to store Historical Server data. All
users who will create Historical Server recording sessions
must have write access to this directory.
Example:
-Dc:\SYBASE\data\hs.data
Arg2 REG_Sz -linstallationRootDir\ini\sgl.ini
Example:
-Ic:\SYBASE\ini\sqgl.ini
Arg3 REG_Sz -linstallationRootDir\instal\logName

where:

logName is the file name where you want to store Historical
Server error messages. The server createsthefile on start-up
if it does not exist.

Example:
-1lc:\SYBASE\install\hs.log

Task 2: update the NT Registry services list
To add Historical Server to thelist of servicesin the NT Registry:

1 Start the NT Registry Editor (regedt32.exe, usualy in winnt\system32).
2 For NT 4.0, select the window named:

\\HKEY LOCAL MACHINE
or, for NT 3.5.1:

\\HKEY CURRENT_ USER

and select the correct user.

27



Configuring multiple instances of Historical Server

28

10

1

12

13
14

Save or print the existing settings before proceeding. From the registry
menu, select the Save Subtree As command or the Print command.

In the tree view, highlight:
\SYSTEM\CurrentControlSet\Services

From the Edit menu, choose Add Key.

In the resulting dialog box, in the Key Name box, enter:
SYBHIS hsName

where hsName is the name of the Historical Server you just configured.

Leave the Class box blank.

In the tree view, highlight:
\SYSTEM\CurrentControlSet\Services\SYBHIS hsName

From the Edit menu, choose Add Value as many times as necessary to
enter all of the following values, datatypes, and strings to the
SsYBHIS hsName key entry.

Value name Datatype String

DisplayName  REG_SZ Sybase HISServer _hsName

ErrorControl REG_DWORD 01 (Select hex radio button)

Group REG_Sz (leave blank)

ImagePath REG _ rootlnstIDir\bin\histsrvr.exe -ShsName
EXPAND_SZ -C

ObjectName REG_SZ LocalSystem

Start REG_DWORD 03 (Select hex radio button)

Type REG_DWORD 010 (Select hex radio button)

Make surethe syBHIs hsName key entry remains highlighted.

From the Edit menu, choose Add Key.

In the resulting dialog box, in the Key Name box, enter:
Security

Leave the Class box blank.

In the tree view, highlight the following Security key entry:
\SOFTWARE\SYBASE\Server\hsName\Security

From the Edit menu, choose Add Value.

Enter the following values for value name, datatype, and binary editor:
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Value name Datatype Binary editor
Security REG_BINARY 01001480

15 From the registry menu, choose Exit.
16 Reboot the machine.

Task 3: add connectivity information for Historical Server

Thistask assignsaport or network addressto Historical Server. It also ensures
that Historical Server can connect to one or more Adaptive Server/Monitor
Server pairs.

Thistask differs depending on whether you rely on sqgl.ini files or adirectory
service for making client/server connections:

« If youarerelying on sql.ini files for making client/server connections,
check the server listings in the sgl.ini file for the Historical Server
machine. For Historical Server to run, thisfile must contain entriesfor all
of the following servers:

e Any Adaptive Server you want to monitor
e Monitor Server paired with each Adaptive Server
* Historical Server

Use dsedit to add entries to a sql.ini file. To add these entries, you must
know the following information:

e Monitor Server and Adaptive Server names to which you want
Historical Server to connect.

*  Port numbers or network addresses assigned to these servers when
they were configured.

If you need to research thisinformation, use dsedit on the machine where
a server was configured to examine the appropriate sql.ini file.

Note The Adaptive Server name must not be an alias name. It must bethe
name that Monitor Server knows it by. For example, use the value you
used in the -S parameter in the Monitor Server start-up command.

« If youarerelying on adirectory service for making client/server
connections:
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Make sure that the libtcl.cfg file on the machine where Historical
Server was installed points to the appropriate directory service. Use
ocscfg to check and update libtcl.cfg files.

Add Historical Server to the appropriate directory service, using
dsedit. You need to know the Historical Server name to complete this
step. The default name created by the installation processisin the
format machineName_hs. For example, smith_hs.

See Open Client/Server Configuration Guide for Desktop Platforms for
instructions on using ocscfg and dsedit.

Task 4: configure Historical Server client machines

This task enables clients to connect to Historical Server. Historical Server
clients are users who create recording sessions or playback sessions. Each
client machine must be configured appropriately.
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The configuration task differs depending on whether you rely on sgl.ini filesor
adirectory service for making client/server connections.

If you arerelying on sql.ini filesfor making client/server connections, then
update all of the sgl.ini files used by Historical Server clients. The client
sgl.ini files must contain entries for:

Historical Server.
The Monitor Server associated with each Adaptive Server listed.

Any Adaptive Server that you want Historical Server to collect data
for.

Use dsedit to add entries to a sql.ini file. To add these entries, you must
know the following information:

Historical Server name.

Monitor Server and Adaptive Server names to which you want
Historical Server to connect.

Port numbers or network addresses assigned to these servers when
they were configured.

If you need to research this information, use dsedit on the machine where
aserver is configured to examine the appropriate sgl.ini file.

If you are relying on a directory service for making client/server
connections, then make sure that the libtcl.cfg file on all Historical Server
client machines points to the appropriate directory service.
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Use ocscfg to check and update libtcl.cfg files.

Task 5: create a .bat file (optional)

Thistask isoptional. It letsyou start Historical Server by executing abatchfile,
rather than by using the services icons.

To prepare for Historical Server start-up from a batch file:

1
2

Start any text editor and open a new text file.

Enter the Historical Server start-up command, histsrvr, and all desired
parameters. Use the full path name of the start-up command histsrvr.exe.
See “Inferring start-up parameters from the NT Registry” on page 37 for
precedence rules used by Historical Server to obtain start-up parameters.
See “ Setting Historical Server start-up parameters’ on page 20 for
explanations of start-up parameters.

An examplelinein the .bat file follows. The example has carriage returns
inserted in the command. Do not put carriage returnsin your .bat file. The
entire file should be oneline.

c:\sybase\bin\histsrvr.exe -Shs serverl
-Dc:\sybase\data\hs data
-Ic:\sybase\ini\sqgl.ini
-lc:\sybase\data\hs.log

Save the file with a.bat extension. The name RUN_ hsName.bat is
recommended. For example:

RUN_hs serverl.bat
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CHAPTER 3 Starting and Stopping Historical
Server

This chapter contains these topics:

Topics Page
Starting and stopping Historical Server on UNIX platforms 33
Starting and stopping Historical Server on NT 36

Starting and stopping Historical Server on UNIX
platforms

This section describes how to start and stop Historical Server running on
UNIX platforms.

Starting Historical Server on UNIX
On UNIX, you can start a configured Historical Server in two ways:

«  Execute the histserver command from a UNIX shell prompt. If you
use this method, you must type all appropriate parameters each time.

«  Execute ascript file that contains the histserver command and all
appropriate parameters. If you followed the configuration
instructions in Chapter 2, “ Configuring Historical Server”, you
would start Historical Server using the following command:

install dir/install/RUN_histServerName

whereinstall_dir isthe Sybase root directory and histServerNameis
the name of the Historical Server you want to start.

Regardless of which method you use:

e Verify that the Adaptive Server to be monitored and its corresponding
Monitor Server are running.
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Usethe same account each timeyou start Historical Server, if youwant the
new instance to have access to previously recorded sessions. See “ The
operating system start-up account” on page 10 for more information.

Set the $SYBASE environment variable to the root directory of the Sybase
installation.

The $SYBASE environment variable must contain the name of adirectory
that has the appropriate locales and char sets subdirectories for Historical
Server. These subdirectorieswere created and popul ated by theinstallation
procedure.

The $SYBASE environment variable also identifies the default location of
the interfaces file. Use parameters to the histserver command to override
the default location.

Historical Server displays the following message to indicate that start-up was
successful:

Initialization is over. Ready to accept
connections.

Historical Server writes messagestoitslog file during start-up. You canignore
these messagesif start-up was successful. If start-up is not successful, examine
the log file to research the problem.

The default path name for the Historical Server log fileishs.log in the current
directory at the time of start-up. You can override this default path name with
the -I parameter (the letter I) to the histserver command.

Stopping Historical Server on UNIX

This section describes:

Who can shut down Historical Server
Determining current activity on Historical Server
Deferred versus immediate shutdown

Detailed shutdown procedures

Who can shut down Historical Server

If the start-up command specifies a superuser account, then only the superuser
account can stop Historical Server. If asuperuser is not specified in the start-
up command, any user can stop Historical Server.
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The superuser is the one whose account was specified in the -U and -P
parameters to the Historical Server start-up command.

Determining current activity on Historical Server

Before shutting down Historical Server, check current activity on Historical
Server to determine if you want to issue a deferred shutdown or an immediate
shutdown. A deferred shutdown lets al current activity complete before
terminating Historical Server.

Historical Server activity might include fully defined and initiated recording
sessions, uninitiated recording sessions with definitions still in progress,
playback sessionsin progress, and playback sessions being defined. Client
connections can be from multiple machines and they might be monitoring
various Adaptive Servers.

To determine current activity in Historical Server, connect to Historical Server
with theisgl utility and issue the hs_status activity command.

Deferred versus immediate shutdown

To close Historical Server, connect to it using theisgl utility and issue one of
the following commands:

e hs_shutdown — defers shutdown until all active recording sessions
completeand any other active connectionsare closed. No new connections
are accepted during thistime.

A deferred shutdown may block for an extended period of time, and
entering Ctrl+C while the hs_shutdown command is blocked has no effect.

e hs_shutdown no_wait — shuts down Historical Server immediately and
terminates any connections and active recording sessions.

In either case, the active recording sessions are shut down in a controlled
manner. The Historical Server control file and the historical datafiles are
available to Historical Server when it is restarted.

Detailed shutdown procedures
Shut down serversin the following order:

e Historica Server

*«  Monitor Server
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Adaptive Server

To stop Historical Server on a UNIX platform:

1 Connect to Historical Server. If you are using isql, the command is;

isgl [ -Uhs superuser name -Phs superuser password ]
-Shistorical server

where:

superuser_name is the name that was used with the -uU parameter to the
Historical Server start-up command. If -U was not used in the start-up
command, any user can stop Historical Server, and the-U parameter inthis
isql command is optional.

superuser_password is the password that was used with the -P parameter
to the Historical Server start-up command. If -U was not used in the start-
up command, any user can stop Historical Server, and this parameter is
optional.

historical_server isthe name of the Historical Server you want to stop.

To determine current activity on Historical Server, issue the following
command when the isql prompt appears:

1> hs_status activity
2> go

To shut down Historical Server, issue one of the following commands:

1> hs_shutdown
2> go

or:

1> hs shutdown no wait
2> go

Starting and stopping Historical Server on NT

This section describes how to start and stop Historical Server running on NT
platforms. Topics are:
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Inferring start-up parameters from the NT Registry
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e Verifying that Historical Server isrunning
e Stopping Historical Server on Windows NT

Starting Historical Server on NT
You can start Historical Server by using:
e TheWindowsNT Control Panel Services window.

* A batch (.bat) file containing the start-up command and parameters. The
filenameisrun_hsName.bat, where hsName is the name of the Historical
Server instance. Sybase recommends invoking the batch file from a
command-line shell rather than by double-clicking on it in File Manager.
The command-line shell captures start-up error messages, if any occur,
whereas the File Manager does not.

e The start-up command typed directly from a command-line shell. The
name of the Historical Server executable file for Windows NT is
histsrvr.exe.

When you use a .bat file or a command-line command to start Historical
Server, the server processislinked to your current login account. When you log
off, the server shuts down.

For production systems, Sybase recommends starting Historical Server using
the Windows NT Control Panel Services Manager. When you start a server as
aservice, it persists across logins.

Inferring start-up parameters from the NT Registry

Start-up parameters for Historical Server arein the following NT Registry
entry:

\SOFTWARE\SYBASE\SERVER\ servername\Parameters

When you start Historical Server using the Control Panel, the server readsits
start-up parametersfromthisNT Registry entry. If you start the server from the
command-line or by means of a batch file, the start-up parameters are taken
from both the registry entry and from the command. If the same parameter
appears in both places, the value specified in the command takes precedence
over the value in the registry entry. If you do not specify any start-up
parametersin the command, by default all of the NT Registry entry parameters
are used.
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See “Task 1: add start-up parameters to the NT Registry” on page 25 for
information on editing the NT Registry entries.

Verifying that Historical Server is running

On Windows NT, check the status of Historical Server in the Windows NT
Control Panel Services window.

Stopping Historical Server on Windows NT
This section describes:
*  Who can shut down Historical Server on Windows NT
e Determining current activity on Windows NT

o Deferred versus immediate shutdown on Windows NT

Detailed shutdown procedures on Windows NT

e Shutdown methods to avoid on Windows NT

Who can shut down Historical Server on Windows NT

If a superuser account is specified at start-up, only the superuser account can
stop Historical Server. If asuperuser is not specified in the start-up command,
any user can stop Historical Server. Administrators with privileges to use the
Control Panel Serviceswindow can also shut down Historical Server.

The superuser account is specified in the -U and -P parametersto the Historical
Server start-up command.

Determining current activity on Windows NT

Before shutting down Historical Server, check current activity on Historical
Server to determine if you want to issue a deferred shutdown or an immediate
shutdown. A deferred shutdown lets all current activity complete before
terminating Historical Server.
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Historical Server activity might include fully defined and initiated recording
sessions, uninitiated recording sessions with definitions still in progress,
playback sessionsin progress, and playback sessions being defined. Client
connections can be from multiple machines and they might be monitoring
various Adaptive Servers.

To determine current activity in Historical Server, connect to Historical Server
with theisql utility and issue the hs_status activity command.

Deferred versus immediate shutdown on Windows NT

To close Historical Server, connect to it using theisqgl utility and issue one of
the following commands:

e hs_shutdown — defers shutdown until all active recording sessions
completeand any other active connectionsare closed. No new connections
are accepted during this time.

A deferred shutdown may block for an extended period of time, and
entering Ctrl+C whilethe hs_shutdown command isblocked insidetheisq|
has no effect.

*  hs_shutdown no_wait — shuts down Historical Server immediately and
terminates any connections and active recording sessions.

In either case, the active recording sessions are shut down in a controlled
manner. The Historical Server control file and the historical datafiles are
available to Historical Server when it is restarted.

Detailed shutdown procedures on Windows NT
Shut down serversin the following order:

* Historical Server

*  Monitor Server

e Adaptive Server

To stop Historical Server on Windows NT, use any of these methods:

e Click the Stop button onthe Windows NT Control Panel Serviceswindow.

* Issuethe hs_shutdown command from isqgl.
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If start-up was done from the command-line or by means of a batch file,
then Historical Server is associated with the login that started it. In these
cases, you cause Historical Server to shut down if you close the window
in which the Historical Server was started or log off of the system.

If the controlled shutdown of Historical Server takes longer than a
predetermined time interval (five seconds for closing the window or
twenty seconds for logoff), the system displays a pop-up dialog box at
regular intervals, asking you whether or not to terminate the process.

Warning! Unless you respond with Wait each time the dialog box is
presented, Historical Server shuts down in an uncontrolled way, risking
dataloss and file corruption.

To stop Historical Server using isql:
1 Connect to Historical Server using isql:

isgl -Uhs supersuer name -Phs superuser password
-Shistorical server

where:

» superuser_name isthe name that was used with the -U parameter to
the Historical Server start-up command. If -U was not used in the start-
up command, any user can stop Historical Server, and this parameter
is optional.

»  superuser_password is the password that was used with the -P
parameter to the Historical Server start-up command. If -U was not
used in the start-up command, any user can stop Historical Server, and
this parameter is optional.

» historical_server isthe name of the Historical Server you want to
stop.

To determine current activity on Historical Server, issue the following
command when the isql prompt appears:

1> hs_status activity
2> go

When the isql prompt appears, issue one of the following commands:

1> hs_ shutdown
2> go

or:
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1> hs shutdown no wait
2> go

Shutdown methods to avoid on Windows NT

In some cases, shutting down your system without first shutting down
Historical Server can cause uncontrolled shutdown. UnlessHistorical Serveris
experiencing avery high level of recording activity, its controlled shutdown
should take much less than 20 seconds. If 20 seconds or more are used for the
controlled shutdown, however, the system may intervene and terminate
Historical Server in an uncontrolled way.

Warning! To be safe, Sybase recommends that Historical Server be stopped
manually before shutting down the system.

If Microsoft Visual C++ Process Viewer tool isinstalled on your system,
Sybase recommends that you do not use the Kill Process button in the Process
Viewer window.

Warning! Using the Kill Process button causes an uncontrolled shutdown.
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This chapter describes the Historical Server command interface.
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Command summary

Table 4-1summarizes the Historical Server commands.

Table 4-1: Historical Server commands

Activity

Commands

Creating recording
sessions

Use these commands to create a recording session:

hs_create_recording_session — definesthe
characteristics of arecording session.

hs_create_view —definesaview, whichisacollection
of datato record.

hs_create_filter — specifiesfiltering criteriaon a data
item.

hs_create_alarm — specifies athreshold value for a
dataitem that triggers an alarm action.

hs_initiate_recording — ends recording session
definition and enables recording to begin at its
predefined start time.

hs_terminate_recording — stops a recording session.

Viewing recording
session definitions

hs_list —lists all of the views defined for arecording
session and their dataitems.
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Activity Commands

Creating a Use these commands to create a playback session:
playback session . s create_playback_session — defines the
characteristics of aplayback session

¢ hs_create_playback_view — specifies one or more
views from the input recording session(s) to includein
the playback session.

¢ hs_initiate_playback — ends playback session
definition. Also starts playback to afile.

¢ hs_playback_sample —plays back a sampleto a
client.

¢ hs_terminate_playback — stops a playback session.

Administering Use these commands to manage Historical Server:

Historical Server o hs delete_data — deletes the files containing the
recorded data for specified recording sessions.

¢ hs_status —displays the current status of Historical
Server.

¢ hs_shutdown — stops Historical Server.

Command syntax

The syntax for Historical Server commandsis.
hs_XXX argl, arg2, arg3, ..., argn

where XXX isthe command name. For example, atypical command is
hs_create_recording_session.

Parameters must be separated by commas. You can omit parameters that
are optional or that have default values; however, you must use the value
NULL for those parameters as a placeholder if other parameter values
follow them. For example, the following command uses the default value
for most parameters:

hs create playback session null, null, raw, null,
null, client, null, null, null, null, 7

Command names, command keywords, the word null, data items, and
statistic types are all case-insensitive. File names, view names, and other
user-supplied names are case-sensitive.

44



CHAPTER 4 Command Reference

If aparameter value contains embedded spaces (such as those in data
items, statistic types, and date-time specifications), you must surround the
value with quotes. Matched pairs of single-quote or double-quotes are
valid delimiters.

If the parameter value contains an embedded quote that isthe same asthe
character used to delimit the entirevalue, supply apair of the quoteswithin
the parameter value. Historical Server compresses the pair of quotesto a
single character.

The word null within quotesis not considered a keyword.

You can enter Historical Server commands on multiple lines.

Command status and errors
All Historical Server commands return astatus value of either zero or one.
e Zeroindicates a successful execution.

* Oneindicatesan error condition. If astatus of oneisreturned, an error
message and its appropriate error code, severity level, and state are
returned to the client.

Historical Server isan Open Server application that uses Client-Library™
to communicate with one or more pairs of Adaptive Server and Monitor
Server. Any of these components may detect and report error conditions.

Historical Server a so detects and reports error conditions, whichit logsor
reports or both to clients. Historical Server error codes are all five-digit
numbers from 30000 through 30999. Open Server error codes are in the
range between 16000 and 20000. For error codesin either of these ranges,
the Historical Server assigns one of the following severity levels:

Table 4-2: Severity levels in command errors

Severity Description

1 Informational message
2 Warning message

3 Fatal server error

4 Fatal process error

5 Operating system error
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Errors detected by Client-Library, Adaptive Server, and Monitor Server
use their own error numbering and severity-level schemes.

Script files as input to Historical Server

A convenient way to provide input to Historical Server isto type the
commandsin atext file and use that file asinput. The Historical Server
input file is not an isql file, and does not necessarily conform to isg|
conventions. For example, Historical Server does not have acomments
feature.

Appendix D, “Examples of Recording Session Views’ provides examples
of viewsthat you might use asastart for your input files. These views also
appear in the views file that was installed in the sampl e/hi stserver
subdirectory in the installation directory. However, that the file includes
explanatory text that you must remove before using the file as input to
Historical Server.

Connecting to Historical Server

This section contains the following topics:

»  Assumptions before connection

*  How to connect

* Required permissions for Historical Server activities

*  Mutually exclusive sessions

Assumptions before connection
Before you can connect to Historical Server:

e The Adaptive Server whose performance data you want to collect
must be running.
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e A Monitor Server that is monitoring the Adaptive Server must be
running. See Sybase Adaptive Server Enterprise Monitor Server
User’s Guide for instructions on verifying whether an Adaptive
Server/Monitor Server pair is running.

e TheHistorical Server must be running. See Chapter 3, “ Starting and
Stopping Historical Server” for instructions on verifying whether a
Historical Server isrunning.

e Connection information must be configured correctly on both the
Historical Server machine and its client machines. See Chapter 2,
“Configuring Historical Server” for more information.

How to connect

Connect to Historical Server using a utility that offers an interactive
interface to Sybase servers, such as SQL Advantage or isql. Follow the
standard connection procedures for the utility. For example, in SQL
Advantage, choose the Connect menu item. Inisq|, start isql using the
Historical Server name as the value of the -S parameter.

Required permissions for Historical Server activities

Connect to Historical Server using a user login and password that has

permissions for the activities you intend to perform, as described in Table
4-3. Depending on the permissionsrequired, you might have to disconnect
and reconnect with different login accounts to perform various activities.

Table 4-3: Permissions required for Historical Server activities

Permissions required to perform

Activity the activity
Superuser activities: Superuser permissions. To obtain
« Stop Historical Server. superuser permissions, connect to

Historical Server using the superuser

* Delete Historical Server files, account defined at start-up

including recording session data
files. The superuser account does not have to

be avalid account in any Adaptive

» Accessfilesfrom private Server.

recording sessions.
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Permissions required to perform
Activity the activity

Create recording sessions. Valid login and password in the Adaptive
Server being monitored.

Execute permission on the
mon_rpc_connect stored procedureinthe
Adaptive Server being monitored. This
permissionisrequiredin order to connect
to Monitor Server.

Create playback sessions using Validlogin and password in the Adaptive
public recording session files (from  Server being monitored.

recording sessions whose

protection_level parameter is

public).

Use hs_list command on public

recording session files.

Create playback sessions using The same login that created the private
private recording session files sessions, or superuser. In the latter case,
(from recording sessions whose the superuser account must be avalid
protection_level parameter is login in the Adaptive Server being
private). monitored.

Usethehs_list command on private
recording session files.

A single Historical Server can connect to and collect data from multiple
Adaptive Server/Monitor Server pairs. For example, from the same
Historical Server connection, you could create two recording sessions, one
gathering performance data for an Adaptive Server named serverl using a
Monitor Server named serverl MON, and the other gathering datafor an
Adaptive Server named server2 using a Monitor Server named
server2_MON. If you do not have alogin account that isvalid in both
Adaptive Server instances, you would need to create these recording
sessionsin different connectionsto Historical Server, using different login
accounts. The data files from the two recording sessions, however, could
reside in the same directory.

The hs_create_recording_session command specifies the Monitor Server
you want to connect to, which indirectly impliesthe Adaptive Server you
want performance information about.
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Mutually exclusive sessions

A Historical Server connection can only beinvolved with one session at a
time. You can either be defining arecording session, or defining and
executing a playback session, but you cannot mix together commands for
multiple sessions. That is, if you start a recording session definition with
the hs_create_recording_session command, you must finish the sequence
of commands to define that session (or cancel the session) before you can
start to define a playback session or a new recording session.

Defining arecording session is not the same thing as a recording session
in progress. The user who defines a recording session is connected to and
actively communicating with Historical Server during definition of a
recording session. The user does not actively communi cate with Historical
Server during the actual recording. Any user connections are irrelevant
during recording. For example, auser might connect to Historical Server
at 3 p.m., define arecording session that starts at 10 p.m., and then
disconnect from Historical Server. At 10 p.m., it isirrelevant whether the
user is connected to Historical Server; the recording session takes place if
Historical Server isrunning.

A playback session, however, requires the user connection during both
playback definition and playback execution. To cancel playback execution
and allow the user connection to perform some other communication, the
user must issue the hs_terminate_playback command.

Starting and ending a recording session definition

The hs_create_recording_session command starts a recording session
definition. After issuing this command, you further define the recording
session by issuing other commandsto create views, filters, and alarms for
the recording session.

To end the recording session definition, use either:

e hs_initiate_recording — signals that the definition is complete and
enables the recording session to start at the session’s specified start
time.

* hs_terminate_recording —cancelsarecording session definitionthat is
in progress.
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Starting and ending a playback session

The hs_create_playback_session command starts a playback definition.
After issuing this command, you use other commands to define the
playback session and perform the playback.

After issuing a successful hs_create_playback_session command, you
must successfully execute ahs_terminate_playback command to end the
playback session. Thiscommand cancel sthe definition and ends playback.

Historical Server commands
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The following pages describe the Historical Server commands:
* hs_create_alarm

* hs_create filter

* hs_create_playback_session
* hs_create_playback_view

* hs_create_recording_session
* hs_create_view

* hs_delete_data

* hs_initiate_playback

* hs_initiate_recording

* hs_list

* hs_playback_sample

* hs_shutdown

* hs_status

* hs_terminate_playback

* hs_terminate_recording



CHAPTER 4 Command Reference

hs create_alarm

Description Creates an alarm. An alarm istriggered when a data item value reaches a
specified threshold value.
Syntax hs_create_alarm view_name, data_item_name, data_item_stat,

alarm_action, alarm_action_data, alarm_value

Parameters view_name
name of the view that contains the dataitem to which the alarm applies.

data_item name
the dataitem to which the alarm applies. If the dataitem contains
embedded spaces, surround it with quotation marks.

data_item stat
statistic type for data_item _name. The data_item name and
data_item_stat combination must exist in the view definition. Surround
the statistic type with quotation marks.

alarm_action
action to take when an alarm condition occurs. Values are:

* log —logs messages when the alarm condition occurs. You specify
the log file name in the alarm_action_data parameter.

e execute —executes a program or script file when the alarm
condition occurs. You specify the file to execute in the
alarm_action_data parameter.

alarm action_data
specifiesinformation required to carry out the alarm_action:

If alarm_action is Then alarm_action_data is

log Name of thefilewhere Historical Server should log
the alarm messages. The default is the Historical
Server log file. If you specify afile that does not
exist, Historical Server createsit. If you specify an
existing file, the user who started Historical Server
must have write permission for the file.
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If alarm_action is Then alarm_action_data is

execute Name of thefileto execute, optionally followed by

alist of parameters separated by spaces. Thefile
must exist and the user who started Historical
Server must have execute permission for it.

Warning! When an alarm condition occurs and
alarm_action is execute, the specified fileis
executed by the account that started Historical
Server, not by the account that created the alarm.
This means that the access privileges of the person
who starts Historical Server are available to the
users who define dlarms. A user who normally
could not execute afile might be able to execute it
through an Historical Server alarm.

alarm value

triggering value for the alarm.

This example creates an alarm for aview named Page I/O. The view
containsthe Page |/O dataitem with aValue for Session statistic type.
Thedataisloggedtothepage io_alarm filefilewhen atrigger value
of 50 or greater is achieved.

hs create alarm PageIO, "Page I/O",
"Value for Session",log,page_io_alarm file,50

Thisexample createsan alarm for aview named Page I/O. Thisalarm
causesthe/user/scriptl script to be executed and passed the value 100
asitsfirst parameter when atrigger value of 100 or greater isachieved
on the Page /O dataitem.

hs create alarm PageIO, "Page I/O",
"Value for Session",execute,
"/user/scriptl 100",100

If alarm_action is execute, when the alarm condition occurs, the
script or program executes in the background. The commands within
the script or program are executed in the foreground and displayed if
applicable.

For example, if you want the clock to display in an alarm condition,
you should put clock.exe into a script file and specify the script file
name when creating the alarm, rather than specifying clock.exe when
creating the alarm.
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When an alarm condition occurs and alarm_action is log, Historical
Server writes three linesto the log file. Thefirst line contains:

e Timestamp of the sample that triggered the alarm
* Name of the dataitem on which the alarm was set
e Statistic type of that dataitem

e Value of the dataitem that triggered the alarm

*  Threshold value of the alarm

The second linein the log file contains:

e SessonID

* View name

« AlamID

Thethird linein the log file contains:

«  Name of the Adaptive Server being monitored

e Namesand valuesof all key dataitemsintheview for the row of
sample data that triggered the alarm

When an alarm condition occurs and alarm_action is execute,
Historical Server runsthe script or program specified in the
alarm_action_data parameter. Historical Server invokesthe program
or file using the arguments specified in alarm_action_data, followed
by additional positional arguments that can be accessed within the
program. The positional arguments appended to the call by Historical
Server represent the following information:

e SessonlID

« AlamID

e Sampletimestamp

»  Dataitem on which the alarm was set

e Statistic type of that dataitem

e Value of the dataitem that triggered the alarm
*  Threshold vaue of the alarm

«  Name of the Adaptive Server being monitored

e Number of key dataitemsin the view

53



hs_create_filter

hs create filter

Description

Syntax

Parameters

54

e For each key dataitem:
e Name of the dataitem

e Vaueof that dataitem for the row of sample data that
triggered the alarm

*  When an alarm condition occurs and alarm_action is execute, the
specified fileis executed by the account that started Historical Server,
not by the account that created the alarm. This means that the access
privileges of the person who starts Historical Server are available to
users who define alarms.

Warning! It is possible that a user who normally could not execute a
file can execute that file through an Historical Server alarm.

Specifies filtering criteria on adataitem. A filter limits the scope of
collected data for asingle dataitem in aview. Filters are optional .

hs_create_filter view_name, data_item_name, data_item_stat,
filter_type, value_spec
view_name

name of the view that contains the dataitem to filter.

data_item name
the data item to which the filter applies. If the dataitem contains
embedded spaces, surround it with quotation marks.

data item stat
statistic type for data_item _name. The data_item _name and
data_item_stat combination must exist in the view definition. Surround
the statistic type with quotation marks.

filter_type
type of filter to use. Valid values are:

*  eq—passesvaluesthat match any of alist of values. That is, avalue
passesthefilter if it equalsthefirst filter value, or the second filter
value, or any other valueinthelist. Specify thelist of valuesin the
value_spec parameter.
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neq — passes values that are not equal to any valuein alist of
values. That is, avalue passesthefilter if it is not equal to the first
filter value, not equal to the second filter value, and not equal to any
other valuein thelist. Specify the list of valuesin the value_spec
parameter.

range — passes values that fall inside arange of values. Specify the
ranges in the value_spec parameter.

top — passes aspecified number of valuesthat arethe highest values
received for the dataitem during asampleinterval. For example, a
top 10 filter passes the 10 rows of a sample that have the highest
values for the data item.

value_spec
specifies values for the filter tests. The syntax depends on the value of
filter_type:

If filter_typeis value_spec syntax is

eq Or neq valuel[, value?]...

See “Using wildcards” on page 56 for information about
using awildcard character (%) when valuen is a character
string. See “ Specifying filters on object name and
procedure name” on page 57 for information on specifying
avalue for the Object Name and Procedure Name data
items.

range

To specify values greater than or equal to to alow bound:
low,value

To specify values less than or equa to a high bound:
high,value

To specify values greater than or equal to alow bound and
less than or equal to a high bound:

low,valuel,high,value2

See “ Specifying filters on object name and procedure
name” on page 57 for information on specifying avauefor
the Object Name and Procedure Name dataitems. If you are
specifying both an upper and lower bound for either of these
data items, each bound must have the same number of
subcomponents.

top

value

where value is the number of itemsto be passed. It must be
greater than zero.
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Thisexamplecreatesafilter for aview named Pagel/O. Theview contains
the Page I/O dataitem with a“Value for Session” statistic type. The
exampl e limitsthe rows recorded for asampleto the 20 rows that have the
highest total number of Page I/Os for the recording session to date.

hs create filter PageIO, "Page I/O","Value for
Session", top, 20

This section contains more information on:

e Using multiplefiltersin aview

e Using wildcards

»  Specifying filters on object name and procedure name

Using multiple filters in a view

Filters limit the amount of data that Historical Server records. Each filter
appliesto one dataitemin theview. Each dataitem can have only onefilter
applied to it.

If multiple dataitemsin aview havefilters, Historical Server records data
that satisfies all of theindividual filters. Effectively, the Boolean AND
operation is applied to the values of the variousfilters.

If the top filter isin effect for a dataitem and another filter isin effect for
a second data item, some of the values passed by the top filter may be
eliminated by the other filter. The result is that less that specified top n
values are returned.

Using wildcards

The wildcard character is the percent sign (%). When filter_typeiseq or
neq, you can use the wildcard in value_spec for data items that return
character strings.The wildcard matches any string of zero or more
characters. The wildcard can appear anywhere within the filter value
(beginning, end, or anywhere in between). Only a single instance of the
wildcard can appear in value_spec.

An exception to the single instance rule for the wildcard pertainsto the
Object Name and Procedure Name data items. I n those multi-component
dataitems, you can use a single instance of the wildcard in each
component. See “ Specifying filters on object name and procedure name’
on page 57 for more information.

When filter_type isrange, you cannot use the wildcard character in
value_spec.
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Specifying filters on object name and procedure name

The Object Name and Procedure Name data items accept multi-
component valuesin value_spec when filter_typeiseq, neq, and range.
These composite filter values can use the following name forms, where
object_name is either atable name or a stored procedure name:

e object_name
e owner_name.object_name
« database_name.owner_name.object_name

If filter_typeiseq or neq, each component can contain a single instance of
thewildcard character (%). Thewildcard can be used in place of the entire
component. For example, avalue _spec of $.%.authors for the
data_item Object Name sets afilter that returns the authors table in all
databases, regardless of owner. See “Using wildcards’ on page 56 for
more information about the wildcard character.

If filter_type isrange with both upper and lower bounds, the two bounds
must have the same number of subcomponents.

Some specific considerations for designing filters using these component
data items follow:

« |If database _nameis acomponent of acomposite filter value for an
“Object Name” dataitem, a“Database Name” dataitem also must be
present in the view.

« If owner_nameisasubcomponent of any compositefilter valuefor an
“Object Name” dataitem, an “Owner Name” dataitem also must be
present in the view.

« |f database nameisasubcomponent of any composite filter valuefor
a“Procedure Name” data item, a“Procedure Name” data item also
must be present in the view.

« If owner_nameisacomponent of any composite filter value for a
“Procedure Name” dataitem, a“Procedure Owner Name” dataitem
also must be present in the view.

57



hs_create_playback_session

hs_create_playback session

Description

Syntax

Parameters

58

Definesthe characteristics of aplayback session. Thiscommandisthefirst

step in creating a playback session.

hs_create_playback_session start_time, end_time,

summarization_interval, allow_estimation, missing_data_option, target,
directory_name, protection_level, script_type, delete_option, session_id[

, session_id... |
start_time

specifies the date and time of the beginning of the recorded datato be
played back. The default isto start playback from the beginning of the
first session specified by session_id. Usethe value NULL to accept the
defaullt.

The format for start_timeis:
“year/month/day hour:minute[:second] [time zone]”

Depending on the summarization_interval and missing_data_option
parameters, and depending on whether thereisany dataavailable at the
time specified, playback might use data from atime later than that
specified; however, playback does not use datafrom atime earlier than
start_time.

Thestart_time, if specified, must be earlier than the end time of at least
one of the sessions specified in session_id. The following time zone

options are available:

Parameter value

Explanation

EST U.S. Eastern Time zone, standard time.

EDT U.S. Eastern Time zone, daylight saving time.
CST U.S. Central Time zone, standard time.

CDT U.S. Central Time zone, daylight saving time.
MST U.S. Mountain Time zone, standard time.

MDT U.S. Mountain Time zone, daylight saving time.
PST U.S. Pacific Time zone, standard time

PDT U.S. Pacific Time zone, daylight saving time
MET Middle European Time zone, standard time

MET DST Middle European Time zone, daylight saving time
WET DST Western European (Greenwich) Time zone, daylight

saving time
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Parameter value  Explanation

GMT

Greenwich Mean Time. Thisis equivalent to Western
European (Greenwich) Time zone without regard to
daylight saving time. All of the preceding time zone
specifications, such asEST or EDT, can be supplied only
in combination with dates and timeswhen Standard Time
or Daylight Savings Timeisin effect. GMT can be paired
with any date and time specification.

GMT{+- To specify any other time zone, where hours_offset isthe
}hours_offset number of hoursthat must be added to Greenwich Mean

Timeto derive the local time. The acceptable range of
offset values is between +24 and -24 hours, inclusive.
Fractional offsets such as +5.5 are valid.

The default time_zone is the local time zone of Historical Server.

end_time
specifies the date and time for the end of the recorded datato be played
back. The default isto end playback at the end of the last session
specified. Use the value NULL to accept the default.

The format of this parameter is the same as the start_time format. The
end_time, if specified, must be later than the start_time of at least one
input session.

summarization_interval
arequired parameter (no default exists) that specifiesthe level of detail
of the playback. Valid values are:

raw — plays back data as it was collected, using the same sample
intervals. Choose this option to view raw data as it was recorded.
Also, thisisthe only option available for playing back snapshot
data, such ascurrent SQL statement dataand statusinformation on
locks or processes. See Table C-2 on page 165 for adefinitive list
of the snapshot dataitems. (They are the ones with “no” in the
“Allowed for Non-raw” column.)

Thisoption isvalid only when target is client.

actual — plays back data using the same sampleintervals as the
input recording sessions.

This option allows you to specify some data item changesin the
playback view. Also, Historical Server makes appropriate
adjustmentsto thefirst and last sampleswhen therecording session
times do not align with the requested playback session times.
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Choose this option to add or change certain data items when
summarization is not required. Also, when target is set tofile, this
option provides away to concatenate the non-snapshot datain
multiple recording sessions.

Thisoptionisvalid only when target is client.

» entire —plays back data for each input recording session
summarized asasingle sample. Thesampleinterval isthetimespan
between the requested playback start_time and end_time.

This option alows you to specify some data item changes in the
playback view. Also, Historical Server makes appropriate
adjustments to the data values to accurately reflect the requested
playback session start and end times.

Choose this option to consolidate recorded data, rolling up details
into overviews of activity over longer time periods.

sample_interval

plays back data summarized into sample intervals of the specified
length. The parameter value is the sample interval length, specified as:

IISII
IIM:SII
"H:M:S"
"D H:M:S"
where:
e S—isseconds
e M-—isminutes
e H-ishours
e D-isdays

All components are numeric and can be one or two digits. Some
examples are:

"30" (specifies sample intervals of 30 seconds)

"10:0" (specifies sample intervals of 10 minutes)

"8:30:0" (specifies sample intervals of 8 1/2
hours)

"5 0:0:0" (specifies sample intervals of 5 days)

Thefirst sample interval starts at start_time, and every sample, except
possibly the last one, has the specified length.
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This option allows you to specify some data item changesin the
playback view. Also, Historical Server makes appropriate adjustments
to the data val ues to accurately reflect the requested playback session
length and playback sample intervals.

Choose this option to summarize datainto any desired granularity. This
type of summary can mediate deviations in activity and is useful for
observing trends over time.

The actual, entire, and user-defined interval options have the following
features in common:

Dataitem changes in playback views —for al three options, the
playback view can use statistic types different from those in the
input view, and it can include some estimated and calculated data
items not intheinput view. It cannot include snapshot data, such as
current SQL statement data. See Table C-2 on page 165 for a
definitive list of dataitems and statistic types that can be included
in playback views when these options are chosen.

Dataadjustments—for all three options, Historical Server performs
appropriate mathematical computations to compensate for
differencesin:

e theinput recording session(s) sampleinterval and the
reguested playback sample interval

« theinput recording sessions(s) session lengths and the
reguested playback start and end times

To handle these differences, accumulated counts are prorated.
Percentages and rates are weight-averaged, weighted by the
number of seconds that each input sample contributes.

See Appendix C, “ Specifications for Defining Playback Views”
for more information.

allow_estimation
specifies whether or not you want playback to estimate values for data
items that cannot be calculated exactly. Valid values are:

disallow (the default) — causes the hs_create_playback_view
command to return an error if it encounters dataitems that require
estimation.

allow — causes playback to estimate values, if necessary, for certain
dataitems. Some dataitems cannot beincluded in aplayback view
unless you alow estimation in the playback session.
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This parameter isignored if summarization_interval is raw.

See Table C-2 on page 165 to determine which data items require
estimation.

missing_data_option
when target is client, this parameter specifies how the
hs_playback_sample command treats periods of time when no datais
available in theinput session(s). Valid values are:

e skip (default) —when atime period contains no data, the
hs_playback_sample command goes directly to the next time
period containing data, rather than returning a sample having no
data.

e show —the hs_playback_sample command returns a sample even
for atime period where no datais available. During client
playback, the column headers are returned with zero rows.

When target isfile, gaps are not allowed.

target
specifies the target results of the playback session. Valid values are:

e client (default) — enables playback to the client.

e file —enables creation of anew session containing al the data
specified by this hs_create_playback_session command and by
subsequent hs_create_playback_view commands. Use the
hs_initiate_playback command to create the new session. Setting
target tofile isnot allowed if the summarization_interval parameter
iSraw or actual.

directory_name
when target isfile, this parameter specifies the directory where the new
files are created. This parameter isignored when target is client. The
default is the Historical Server home directory.

The operating system account that started Historical Server must have
execute (search) and write permission on the specified directory.

protection_level
when target isfile, this parameter specifiesthe permission level that the
hs_initiate_playback command assigns to the data files for the newly
created session. The protection level controls viewing the metadatain
the control file (using the hs_list command) and creating playback
sessions with the data (using the hs_create_playback_session
command). Valid values are;
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e private (default) — specifies that the new files will be password-
protected. Thefileswill be accessible only to the same account that
created them or to the Historical Server superuser.

e public — gives unrestricted access to the data in the new session’s
files.

e null —implements the default value, private.
When target is client, this parameter isignored.

script_type
when target isfile, this parameter specifies whether you want the
hs_initiate_playback command to create a script file for the newly
created session. The script file contains SQL commands that create an
Adaptive Server table for each playback view defined for the new
session. Valid values are:

e  no_script (default) —does not create a script file for the new session.

e sybase_script — creates ascript file. Thefileislocated in the
Historical Server home directory. Its name is sSessionld, where:

* sisaconstant

e Sessionld isassigned by Historical Server
e null —implements the default value, no_script.
When target is client, this parameter isignored.

delete option
when target isfile, this parameter specifies whether you want the
hs_initiate_playback command to delete the input session files after
successfully creating the new session. Valid values are;

e retain (default) —does not del ete thefiles containing the datafor the
input sessions.

e delete —deletesall input sessionfiles, if creation of the new session
is successful. The user must be either the Historical Server
superuser or the owner of all the input sessions.

e null —implements the default value, retain.

When target is client, this parameter isignored.
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session_id[ ,session _id. . .]
specifies the unique identifier(s) for the input session(s) to be played
back. At least one session_idisrequired. When morethan one are used,
they must be specified inthe correct order according to their start times,
withtheearliest start timefirst. Playback skipsover the sessionsthat are
out of order. If summarization_interval israw, then only one session _id
isvalid.

Historical Server assigns a session ID to a recording session when the
recording session is defined. Use the hs_list command to find the
session I Ds that you want to play back.

If target isfile, N0 gaps can exist between an input session’s end time
and the next input session’s start time. Also, each session specified must
have completed its recording.

If target isclient, then each session must have started recording, but can
be continuing to record when you submit the
hs_create_playback_session command.

1 Thisexample creates aplayback session based on a single input
session (session 7). The session is played back in its entirety, with no
summarization or normalization, and without creating a new session.

hs create playback session null, null, raw,
null, null, client, null, null, null, null, 7

2 Thisexamplecreatesaplayback session based on threeinput sessions
(sessions 4, 6, and 9). Only data collected between the time period
from 9:00t0 5:00 is played back. The played back datais summarized
at half-hour intervals. The playback is stored as a new session.

hs create playback _session "1996/5/3 9:00",
"1996/5/3 17:00", "0 00:30:00", disallow, skip,
file, null, public, no_script, retain, 4, 6, 9

» A connection to Historical Server can either be defining arecording
session or defining and executing a playback session, but not both.
After the successful execution of the hs_create_playback_session
command, you must successfully execute ahs_terminate_playback
command before starting to define a recording session or starting to
define another playback session.

»  Thebehavior of the playback session is different depending on the
value of the target parameter:
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If target isclient, the client retrieves the data using the
hs_playback_sample command. Playback can occur from
recording sessions that are still in the process of recording.

If target isfile, the client does not retrieve any datafor this
playback session; instead, Historical Server createsanew session
and fills the data file(s) for that new session with the data from
this playback session. The accessibility of the new sessionis
determined by the protection_level parameter. The user who
invokes this command is the owner of the new session. The
hs_initiate_playback command creates the new session.

Playback isrestricted to sessionsthat are finished recording as of
when you submit the hs_create_playback_session command.

If target isfile and multiple playback sessions are used as input,
notimegapsareallowed. For example, if you collected datafrom
9am. to 5 p.m. every day from Monday through Friday, you
could not play back those five recording sessionsto create anew,
summarized, weekly session. However, if you eliminate thetime
gaps by collecting datafrom 9 am. to 9 am. every day from
Monday through Friday, you could use the playback feature to
create a new, summarized weekly session. Another way to
eliminate the time gapsisto keep the 9 am. to 5 p.m. recording
session, but add another set of recording sessions scheduled from
5p.m.to 9 am. Usealonger sample interval for the off hoursto
reduce the volume of data collected.

The value of the summarization_interval parameter used in the
hs_create_playback_session command affects the rules that the
hs_create_playback_view command uses to define views.

hs create playback view

Description

Syntax

Specifiesaview from theinput recording sessionsthat you want to include
inthe playback session. Also specifiesthe dataitemsin each view that you
want to play back.

hs_create_playback _view view_name,
[data_item_name_1, data_item_stat_1
[,data_item_name_2, data_item_stat_2]...]
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view_name

name of aview that you want to play back. The playback view name
must match the name of a corresponding view intheinput session(s). If
there are two or more input sessions, then the view must exist in all of
theinput sessions and must contain the exact same dataitemsand filters
inall of theinput sessions.

Only one playback view can be defined for a given view name. An
attempt to create a second playback view with the same name fails.

Use the hs_list command to list the views in an input session and the
dataitemsin each view.

data_item name n

the data items existing in the input view that you want to seein the
playback view. (In some cases, you can introduce new dataitemsnotin
theinput views.) If the dataitem contains embedded spaces, surround it
with quotation marks.

If you do not specify any data items, then the view is defined using all
of the data items from the corresponding view in the input session(s).
However, if adataitem from that corresponding view isnot valid in the
playback view, an error results.

See Table C-2 on page 165 for more information about designing
playback views.

data_item stat n

statistic types for the respective dataitems. The statistic types do not
necessarily need to be the same as the statistic types used in the input
view. See Table C-2 on page 165 to determine valid statistic types for
dataitems in playback views.

Surround statistic types with quotation marks.

Thisexample creates a playback view based on the view device view
from the input session(s). The playback view includes all of the data
items from the input view, with the same combinations of dataitems
and statistic types:

hs_create_playback view device_view

This example creates a playback view that returns atimestamp and
two data items from the input session(s):

hs_create_playback view
device view, "Timestamp", "Value for
Sample", "Device Name", "Value for Sample",
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"Device Reads", "Rate for Sample"

e Thehs_create_playback_view command isvalid only during the
definition of a playback session; that is, it must be issued after a
successful hs_create_playback_session command, but before a
successful hs_initiate_playback command.

e A playback session must have at |east one view.

e Appendix C, “ Specifications for Defining Playback Views’ explains
the requirements for designing valid playback views, including valid
combinations of dataitems and statistic types for playback views.

hs create_recording_session

Description

Syntax

Parameters

Establishes a new recording session.

hs_create_recording_session monServerName,
sample_interval[,dir_name][,start_time][,end_time]
[,protection_level][,error_option][,script_type]
monServer Name
name of the Monitor Server used to collect data from the Adaptive
Server for which you want to collect historical data. The user name and
password you used to connect to Historical Server must match avalid
login account on the Adaptive Server being monitored by the Monitor
Server you specify here.

sample_interval
determines the time between samples (in seconds). The shortest valid
sampleinterval isone second; thelongest valid sampleinterval is86400
seconds, which is the number of secondsin one day.

dir_name
path name of the directory where the historical datafilesresulting from
this recording session will reside. The operating system account that
started Historical Server must have search (execute) and write
permissions on this directory.

The default isthe Historical Server home directory, specified in the -D
parameter to the Historical Server start-up command.
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start_time
date and time at which recording is to start, using the format
year/month/day hour:minute[:second] [time zone]. The
default isto start immediately. The following time zone options are
avalable:

Parameter value Explanation

EST U.S. Eastern Time zone, standard time.

EDT U.S. Eastern Time zone, daylight saving time.

CsT U.S. Central Time zone, standard time.

CDT U.S. Central Time zone, daylight saving time.

MST U.S. Mountain Time zone, standard time.

MDT U.S. Mountain Time zone, daylight saving time.

PST U.S. Pacific Time zone, standard time

PDT U.S. Pacific Time zone, daylight saving time

MET Middle European Time zone, standard time

MET DST Middle European Time zone, daylight saving time

WET DST Western European (Greenwich) Time zone, daylight
saving time

GMT Greenwich Mean Time. Thisis equivalent to Western

European (Greenwich) Time zone without regard to
daylight saving time. All of the preceding time zone
specifications, such as EST or EDT, can be supplied only
in combination with dates and times when Standard Time
or Daylight Savings Timeisin effect. GMT can be paired
with any date and time specification.

GMT{+- To specify any other time zone, where hours_offset is the

}hours_offset number of hours that must be added to Greenwich Mean
Timeto derive the local time. The acceptable range of
offset values is between +24 and -24 hours, inclusive.
Fractional offsets such as +5.5 are valid.

If you do not specify atime zone, the local time zone of the Historical
Server is used.

The start_time may not be more that 31 days from the present time.

end_time
time at which recording is to stop. The default is to stop the recording
session 24 hours after the start_time. If you specify an end_timeand do
not specify astart_time, the start_time defaults to the present.
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protection_level
specifies whether the data files created in this recording session are
password-protected or accessible to all users. The protection level
controls viewing the metadata in the control file (using the hs_list
command) and creating playback sessions with the data (using the
hs_create_playback_session command).

private (default) — specifiesthat the recorded datawill be password-
protected. The fileswill be accessible only by the same account
that created them, or by the Historical Server superuser.

public — specifies that access to the recorded data will be
unrestricted.

error_option
specifies how you want Historical Server to handle non-fatal errors
during arecording session. Valid values are:

continue (default) — specifies that recording is to continue when
non-fatal errors are detected. For example, when the Monitor
Server fillsal of its configured buffers while summarizing
monitoring information, one or more non-fatal errors are sent to
Historical Server, but it is till possible for Historical Server to
collect the available information from the current sample and from
future samples.

halt — specifies that the recording session is to terminate when a
non-fatal error is detected.

script_type
specifies whether you want Historical Server to create a script file that
creates tables from your the recording session view definitions.

sybase_script —creates ascript file containing SQL commands that
create an Adaptive Server table for each view in the recording
session.

no_script (the default) — does not create a script file.

Thisexample creates arecording session to capture datafrom the Monitor
Sever called SERVER1 MON. Thedatais captured every 30 secondsand
written to the datafilesin the /user/hist_dir directory, starting now and
ending on August 8, 1997 at 10:30 a.m. EDT (Eastern Time zone, daylight
saving time). The resulting files have private restrictions. The recording
session continuesif non-fatal errors are detected. A script filethat creates
an Adaptive Server table for each recorded view is created.

hs create_recording session SERVER1_MON, 30,
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Usage

hs create_view
Description

Syntax

Parameters
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/user/hist_dir,NULL,"97/08/08 10:30 EDT",
private,continue, sybase script

» Fatal errorsinclude crashes and other connection failures with
Adaptive Server or Monitor Server. A fatal error forcestermination of
the recording session, regardless of the value of error_option.

*  You must issuethiscommand before you define any views, alarms, or
filtersfor the recording session. After you haveissued this command
and have defined at |east one view, you can start recording with the
hs_initiate_recording command.

Defines a collection of dataitems to be recorded during a session.

hs_create_view view_name,
data_item_name_1, data_item_stat 1
[data_item_name_2, data_item_stat_2]...

view_name
user-defined name of the view. The view name must be constructed
fromthe charactersa—z, A —Z, 0—9, and the underscore character ().

data_item name x
dataitemsthat participatein the view. If adataitem contains embedded
spaces, surround it with quotation marks.

See Table A-1 on page 101 for alist of available dataitems. See
Table B-2 on page 123 for valid combinations of dataitems within
views.

data_item stat x
statistic types of the respective data items. The statistic type must be
surrounded with quotation marks. Valid statistic types are:

*  “Value for Sample”
*  “Value for Session”
* “Rate for Sample”
* “Rate for Session”
*  “Avg for Sample”

*  “Avg for Session”
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Examples

Usage

hs delete data

Description

Syntax

Parameters

Examples

Not al statistic types are valid for al dataitems. See Table B-3 on
page 147.

This example creates aview called Page 1/0 that contains the Page I/0
dataitem with aValue for Session statistic type and the Kernel Process ID
dataitem with aValue for Sample statistic type.

hs create view PageIO,"Page I/O","Value for
Session", "Kernel Process ID","Value for Sample"

e Theorder in which you specify the options determines the order in
which the data items are stored in the recorded data file for the view.

e You must define at least one view for each recording session.

e IfyouintendtousetheHistorical Server playback featuresto examine
datain arecording session, you might want to think about the
playback view while designing the recording session view.

For many dataitems, Historical Server can play back adataitem using
adifferent statistic type from the one used during recording. However,
for some dataitems, Historical Server summarizes data by estimating
values (asopposed to exact cal culation), unlesscertain additional data
itemsareincluded in the recorded data. See Table C-2 on page 165to
determine which dataitems are required for exact calculations.

Deletesthe historical monitoring files associated with one or moreinactive
recording sessions.

hs_delete_data low_session_id[,high_session_id]

low_session id
unique identifier of the first recording session whose dataisto be
deleted.

high_session _id
unique identifier of the last in arange of sessions whose dataisto be
deleted. If omitted, only the sessionidentified by low_session id hasits
data deleted.

This example del etes historical monitoring filesfor any inactive recording
sessions that have session IDs of 1 through 15.

hs_delete data 1,15
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Usage

The only users who can delete historical datafiles are:
e Historical Server superuser

e userswho connected to Historical Server using the same user
name and password that defined the recording session

Only inactiverecording session filesare del eted. Files associated with
activerecording sessions are not deleted, evenif their session |Dsfall
within the range specified in the hs_delete command.

Aninactive recording session is one that was terminated because the
end_time was reached or because the hs_terminate_recording
command was issued.

hs_initiate_playback

Specifies that you are finished defining a playback session and ready to
perform the playback. If the playback target isto afile, this command
starts the playback. If the playback target isto aclient, this command
initializes playback so that the hs_playback_sample command with a
default step returns the first samplein the playback session.

Description

Syntax

Usage

hs_initiate_playback

The hs_create_playback_session command and one or more
successful hs_create_playback_view commands must precede the
hs_initiate_playback command.

If no views were created before the hs_initiate_playback command,
then hs_initiate_playback returns an error. The user may still attempt
an hs_create_playback_view command, or may cancel the playback
session with the hs_terminate_playback command.

hs_initiate_recording

Specifies that the definition of arecording session is complete and
requests that recording be started or scheduled to start at the recording
session’s start_time.

Description

Syntax
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hs_initiate_recording
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Usage * Thehs_create_recording_session command and one or more
hs_create_view commands must precede the hs_initiate_recording
command.

e Oneor more hs_create_alarm and hs_create_filter commands may
also precede the hs_initiate_recording command.

e After you execute the hs_initiate_recording command, you may later
cancel the session, but you cannot add any more views, filters, or
alarms to the description of this recording session.

hs_list

Description Lists information about past and present recording sessions.
Syntax hs_list level[,restriction]

Parameters level

specifiesthelevd of detail returned for each recording session. Itsvalue
can be sessions, views, data_items, alarms, filters, or
summarization_data_items.

restriction
Selects a subset of the data available about recording sessions for a
given level.
If level is Then restriction is
sessions ¢ One of the following:

 active — limits the returned data to currently active
recording sessions of this Historical Server instance

* inactive — selects only completed recording sessions

* latest — selects only the recording session (if any) most
recently initiated on the current client connection

e If restriction is omitted, all active and inactive recording
sessions that you have permission to access are listed

views ¢ A session ID whose views you want to list.

¢ If restrictionis omitted, the views of al recording sessions
that you have permission to access are listed.
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Examples

Usage

74

If level is Then restriction is

data_items, ¢ Asession|D and, optionally, aview namewhosedataitems

alarms, filters, you want to list. The syntax is:

or L session_id[,view_name]

summarization . o o . o

data items session_id limits the listing to data items that participated

- - inasingle session. If specified, view_name limits the
listing to dataitems that appeared in a single view defined
for the session.

« If restriction is omitted, the data items that belong to all
viewsdefined for all active and inactive recording sessions
that you have permission to access are listed.

1 Thisexamplelistsall active sessions for this Historical Server

instance:
hs list sessions,active

Thisexamplelistsall alarms that have been defined for dataitemsin
the Page /O view of the session whose ID is 10:

hs list alarms,10,PageIO

The hs_list command returns the following fields as an integer
datatype:

e SessionID

* Sampleinterva

*  Alarm count

»  Filter count

The hs_list command returns the following field as a float datatype:
* Alarmvalue

All other fields are returned as character strings.

If a session was recorded with the private protection level and the
current user is not the Historical Server superuser, the current user’s
name and password are verified against the name and password of the
user who recorded the session before that session is made visible.

Description of returned data
The datareturned by hs_list depends on the value of level:

sessions causes asingle row to be returned for each session, with the
following columns:
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Session ID (auniqueidentifier for the session)
Status of the session:

e active

e inactive

e activeremotely or inactive — status of the session cannot be
determined unambiguously. Sessions that are currently
active in another instance of Historical Server that is using
the same home directory asthe current instancefall into this
category. (For more information about running multiple
instances of Historical Server and sharing control files, see
“Configuring multiple instances of Historical Server” on
page 23.) Sessions that have already ended because of an
abnormal termination of the Historical Server instance that
was running them, and whose intended end times have not
yet been passed, are also in this category.

Name of the user who initiated the recording session
Name of the Adaptive Server monitored

Name of the Monitor Server used

Start date and time of the recording session

End date and time of the recording session
Directory containing the recorded data

Sampling interval used

If thisvalue is 0, it means that the session was created by
playback with a summarization_level of entire. (The entire
session is represented in one sample, and there is no sample
interval.)

Error option used (continue or halt on non-fatal error)

views produces one row for each view, with the following columns:

Session ID

View name

data_items produces one row for each dataitem defined in aview,
with the following columns:

Session ID
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View name

Dataitem

Dataitem statistic type

Number of alarms defined for the data item
Number of filters defined for the dataitem
One of the following keywords:

e recorded — indicates that the datais from the origina
recording session or preserved from that original session.

* summarized — indicates that the data was summarized at a
different sample interval from that of the original session.

e estimated —indicatesthat the datawas estimated, rather than
calculated accurately, during summarization.

alarms produces one row for each alarm defined for adataitemina
view, with the following columns:

Session ID

View name

Dataitem

Dataitem statistic type

Alarm action (log or execute)

File namefor log file or file to execute

Alarm value

filters produces one row for each filter for adataitemin aview, with
the following columns:

Session 1D

View name

Dataitem

Statistic type

Filter type (eq, neq, range, or top)

Value specified (returned as a single string)
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summarization_data_items produces one row for each combination of
dataitem and statistic typethat can be requested for non-raw playback
from aview, with the following columns:

e SessonlID

* View name

+ Dataitem

e Statistic type

e Oneof the following keywords:

e recorded —indicatesthat the datafor this dataitem, if played
back, would be the data from the original recording session,
or data preserved from that original session.

e summarized —indicates that the data for this dataitem, if
played back, would be available in summarized form.

e estimated —indicatesthat the datafor thisdataitem, if played
back, would be available only in estimated form.

hs playback sample

Description

Syntax

Parameters

Plays back a sample when the playback target is client. The target is
defined in the hs_create_playback_session command.

hs_playback_sample [step [, retry_count]]
step

specifies the sample to send to the client, relative to the sample sent in
the most recent hs_playback_sample command for the current playback
session. Valid values are 0 or positive numbers.

The default is +1, which sends the next later sample. At the beginning,
astep of +1 returnsthefirst sample. Zero resends the most recently sent
sample. A step of +2 sendsthe next later sample after the one that a step
of +1 would have sent, and so on. An attempt to display a sample later
than the last sample returns an error message.

The hs_initiate_playback command initializes playback so that the
default (+1) sendsthe first sample in the playback session.
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The definition of what constitutes a sampleis affected by the
summarization_interval and missing_data_option parametersto the
hs_create_playback_session command. See the “Comments” section
for more information.

If the playback session was created with a summarization_interval
parameter of actual, entire, or a user-specified interval, and if any view
in the playback session contains a dataitem with a statistic type of
“Value for Session” or “Rate for Session”, then the only permissible value
for step is +1, the default.

retry_count
specifies the number of times that the Historical Server will retry, at
one-second intervals, to read data from a historical datafile of a
recording session that is still recording at the time of playback.

The default is zero, that is, no retries are attempted and an error is
returned when playback reaches an end-of-file condition while reading
ahistorical datafile.

1 Thisexample plays back the next sample;
hs playback sample

2 Thisexample skips over one sample and plays the next sample. If
recording is ongoing, Historical Server retrys up to 30 timesto
retrieve another sample if the end-of-file is reached.

hs_playback sample 2, 30
This section discusses the following topics:
e “Format of returned data” on page 78
* “Gapsin datawithin the playback session” on page 80

Format of returned data

The hs_playback_sample command returns data in the form of tables. It
returns one table for each playback view. The tables are arranged in the
same order in which you submitted the hs_create_playback_view
commands that created the views.

The columns in each table correspond to the dataitemsin the
corresponding playback view. The columns are arranged in the order in
which the dataitems were listed when you defined the playback view. See
Table B-3 on page 147 to determine the datatype of each column.
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Each row represents a different combination of key dataitemsin theview.
If the view contains no key data items, then the table returns a single row
reflecting server-level data.

When thereis no activity to report, some views return arow with zero
values and other views omit the row. Therules controlling whether or not
arow with zero values appearsin aview are:

*  Viewswith server level dataitems always return arow, even when
thereis no activity to report.

* Viewsthat contain the key data items Process ID, Object ID, or
Procedure ID omit the row when there is no activity to report. See
“Views with Process ID” on page 79 for more explanation about
when a Process ID is returned.

*  Viewsthat contain keys other than those listed in the previousitem
return rows even when there is no activity.

If playback is summarizing data, arow is returned for a combination of
keys if any sample in any of the input session(s) contains the same
combination of keys.

If aninteger dataitem overflows, Historical Server returnsthelargest valid
number in the dataitem, and returns an information message to the client.

Views with Process ID

When a server process terminates, Adaptive Server can reuse its Process
ID for anew process. Therefore, the Process D dataitem isnot guaranteed
to uniquely identify aprocess. The Kernel ProcessID dataitem, however,
uniquely identifies a process.

Views that include Process ID return rows as follows:

* Recording session views (and hence, raw playback views) return a
row only for Process IDs representing processes that exist at the end
of asampleinterval. If a server process terminates in the middle of a
sample interval, arow is not returned for its Process ID.

*  Summary playback viewsdo not requirethe server processto exist for
the duration of the playback sample. Summary views return rows for
all server processes included in any of the input views. However,
since Process ID is not guaranteed to be unique, the Kernel Process
ID must beincluded in any summary view that includes Process|D to
ensure unigqueness of the key. Otherwise, the summary could
erroneously combine data from two different processes.
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Gaps in data within the playback session

The start_time and end_time parameters to the
hs_create_playback_session command define the period of time that the
playback session covers. When the target parameter to the
hs_create_playback_session command isclient, there might be interval s of
time between the playback session’s start and end times for which no data
isavailablein any of the input session(s).

Note When target isfile, no gaps are allowed in the specified input
sessions, so there will not be gaps in the playback session.

Gapsin available data might occur when:

* Theinput sessions specified for the playback session are not
contiguous. For example, if aseriesof input sessions covered thetime
period between 9 am. and 5 am., Monday through Friday, data gaps
would exist between 5 p.m. each evening and 9 a.m. the next morning.
Larger gaps would exist between Friday evening and Monday
morning.

»  The playback session does summarization and has a start or end time
beyond when datais available from the input session(s).

When the target of playback isaclient, Historical Server handles gaps
according to the value of the missing_data_option parameter to the
hs_create_playback_session command:

»  skip (the default) —when atime period contains no data, the
hs_playback_sample command goes directly to the next time period
containing data, rather than returning a sample having no data.

* show—thehs_playback_sample command returnsasample evenfor a
time period where no datais available. No dataisreturned (the length
of each datatable returned is zero).

For the client to receive atimestamp in this case, there must be a
playback view containing only the dataitem Timestamp or Timestamp
Datim. A view containing any other dataitem(s) will return zero rows.

The playback session’s summarization level affects the number of
empty samples returned during playback:
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hs shutdown

Description

Syntax

Parameters

Examples

if summarization level israw or actual, the entiregap is
represented with one sample. For example, agap in databetween
the hours of 5 p.m. and 9 am. would be represented by one
sample.

if summarization level isatimeinterval, such as 1/2 hour
(specifiedas "o 00:30:00"), the gap isrepresented with a
sample for each timeinterval. For example, if thetimeinterval is
specified as 1/2 hour, a gap in data between the hours of 5 p.m.
and 9 am. would be represented by 32 empty samples.

if summarization_level isentire, gaps are ignored.

Shuts down Historical Server.

hs_shutdown [wait_option]

wait_option
specifies whether termination should occur immediately or wait for
active connectionsto close. Valid values are:

no_wait — causes Historical Server to shut down immediately and
terminates any connections (including those performing playback)
and active recording sessions. The active recording sessions and
playback sessions that are creating new sessions are shut down in
a controlled manner, which prevents corruption of the control file
or any historical datafiles.

wait (the default) — defers shutdown until all active recording
sessions (including those performing playback) complete and any
other active connections are closed. No new connections are
accepted during thistime.

This example shuts down Historical Server immediately and terminates
any connections and active recording sessions.

hs_shutdown no _wait
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If you use the hs_shutdown command without the no_wait option and
then want to cancel the request, you can send aninterrupt to Historical
Server to cancel the shutdown request. A DB-Library application
calls the dbcancel() function and a CT-Library application calls the
ct_cancel() function to cause such an the interrupt. The isql command
generates one of these calls when you send it an interrupt signal,
which usually is done by entering Ctrl+C at the keyboard.

You can request an immediate shutdown of Historical Server at any
time by sending one of the following four signals:

«  SIGQUIT (quit)

e SIGINT (interrupt)

e SIGABORT (abort)

e SIGTERM (terminate)

Reception of one of these signals at any time (including whilewaiting
for the hs_shutdown command to complete) is equivalent to issuing
the hs_shutdown no_wait command.

Warning! Sybase strongly recommends that you do not use the kill
signal (SIGKILL) to shut down Historical Server. Thekill signal does
not permit any controlled cleanup to be done and may result in data
loss.

e If any active sessions were terminated during the shutdown,
Historical Server writes information about the sessionstoitslog
file. Active sessions are recording sessions or playback sessions
in the process of creating a new recording session.

e If asuperuser was specified in the Historical Server start-up
command, the only user who can shut down Historical Server is
the superuser. If asuperuser was not specified, any user can shut
down Historical Server.

e See Chapter 3, “Starting and Stopping Historical Server” for
more information about stopping Historical Server.
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hs_status

Description Obtains status information.
Syntax hs_status option
Parameters option

one of the following specifications:

e directory — displays the name of the Historical Server home
directory, specified by the -D parameter to the Historical Server
start-up command.

e superuser — displays the name of the Historical Server superuser,
specified by the -U parameter to the Historical Server start-up
command (or NULL if this parameter was omitted).

« interfaces — displays the path name of the interfaces or sgl.ini file
in use by Historical Server.

e max_connections — displays the maximum number of concurrent
client connections permitted.

* logfile — displays the name of the Historical Server log file.

«  version —displaysthe version string and copyright information of
Monitor Historical Server.

«  activity —displaysthefollowing information about the current level
of activity on Historical Server:

Number of Connections to Historical Server, including the
connections current connection

Number of active  Sessions created with hs_create_recording_session and

recording sessions  initiated with hs_initiate_recording. Includes sessions
whose start times have not yet been reached.

Uninitiated Sessions created with hs_create_recording_session but

recording sessions  no matching hs_initiate_recording was executed.

Number of active  Sessions created with hs_create_playback_session and

playback sessions initiated with hs_initiate_playback.

Number of Sessionscreated with hs_create_playback_session but no

uninitiated matching hs_initiate_playback was executed.

playback sessions

The activity information is relevant when stopping Historical Server
because Historical Server does not shut down while other connections
exist or any sessions are active, unless the no_wait option for the
hs_shutdown command is explicitly requested.
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Examples

Usage

This example displays the name of the Historical Server home directory:
hs status directory

The hs_status command returns the max_connections field and all of the
activity fieldsasinteger datatypes. All other fieldsare returned as character
strings.

hs_terminate playback

Description

Syntax

Usage

Terminates the definition of a playback session and the actual
playback.

hs_terminate_playback

e Thiscommand isvalid only after a successful
hs_create_playback_session command.

e Onceyou issue asuccessful hs_create_playback_session command,
you must issue hs_terminate_playback before you can start defining
any additional playback sessions or recording sessions.

» Unlikearecording session definition, playback session definitionsare
not stored in the Historical Server control file.

hs_terminate recording

Description

Syntax

Parameters
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Terminates the definition of arecording session, cancels the scheduled
start of arecording session, or terminates a recording session in progress.

hs_terminate_recording session_id[,delete_option]
session_id
identifies the session you want to terminate. Historical Server assignsa

session | D when asession isdefined with hs_create_recording_session.
Use the hs_list command to view session IDs.

delete option

specifies whether to del ete the files associated with the recording
session, if recording isin progress.
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Examples

Usage

¢ delete — deletes thefiles.

e retain (the default) — does not delete the files. This parameter is
ignored when you are cancelling arecording session that was not
initiated.

This example terminates the active recording session with identifier 5 and
then deletes all files associated with session 5.

hs terminate_recording 5,delete
e If youinitiate arecording, you are the session owner.

e Toterminate arecording session, you must be the session owner or the
Historical Server superuser.

* Thehs_terminate_recording_session command can cancel the
definition of arecording session that was created in the current
connection but never initiated. This allows you to define another
recording session or to define a playback session using the current
connection.

e |If you attempt to terminate an inactive recording session, this
command returns an error.
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This chapter contains these topics:

Overview of Historical Server data files

Topic Page
Overview of Historical Server datafiles 87
Control file 89
Datafile 93
Error message file 94
Script file 95
Bulk copy example 97
Cut utility example 99

The topicsin this section are:

Description of Historical Server files

Permissions on files

General file format

Description of Historical Server files
The Historica Server files are:

Control file— All recording sessions for the same Historical Server
use the same control file. For information about multiple Historical
Server instances and control files, see “ Configuring multiple

instances of Historical Server” on page 23.

Error message file — Each recording session hasits own error
messagefile. Thefileisempty if no errors are logged for the session.
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Overview of Historical Server data files

» Datafile—Each view in arecording session is represented by adatafile.
The datafile holds all of the samples collected for the view during the
session.

e Script file—When you define arecording session using the
hs_create_recording_session command, the script_type parameter can
specify creation of a SQL script file. The script file defines a Adaptive
Server table for each view in the recording session.

You can use the Bulk Copy (bcp) utility to populate existing Adaptive Server
tables. If you are a UNIX user, you can put subsets of the fields into separate
Adaptive Server tablesif you first invoke the cut utility to strip the desired
columns from the file.

Permissions on files

All of the historical monitoring data files for a given recording session are
stored in the same directory. This directory is, by default, the directory
specified by the -D parameter to the Historical Server start-up command. You
can override this default for a session when you create the session.

The user who starts Historical Server isthe owner of the files that Historical
Server creates. The owner has read and write permission on the historical
monitoring files. If the datacontained in an historical datafile or error message
fileispublic rather than private, all users and groups have read permission.

General file format
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All files use newline characters as end-of-record markers. The fieldsin each
file are variable-length and are separated by commas. All dataiis stored in
ASCII format, which is compatible with the Sybase bulk copy (bcp) utility.
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Control file

Header record

The hs.ctl control file residesin the Historical Server home directory. The
control file maintains information about all recording sessions, past and
present, known to Historical Server. See“ The Historical Server control file
and home directory” on page 9 for more details about how Historical Server
uses the control file.

Usethe Historical Server hs_list command to gain access to theinformationin
the Historical Server control file. Do not edit the control file. You might
inadvertently corrupt the file.

Regardless of the editor you use, do not open and then savethisfile. Thisistrue
especialy if Historical Server isrunning on Windows NT. Unlike the other
files created by Historical Server, the control fileis not a standard-format
Windows NT text file. Lines of text in the control file areterminated only with
new-line characters, rather than the usual carriage-return/newline pairs. Do not
try to edit this file because the editing program may corrupt the file by
embedding unwanted carriage-return/newline pairs into the text.

The control file contains the following types of records:
e Header record

e Session control record

« Dataitem control record

e Alarm control record

e View control record

*  Filter control record

Thefirst record inthe control fileisaheader record that containsthe following
six integer fields:

e An“updatein progress’ flag
* A byteoffset in the file of the information being updated

e A unique session ID to be assigned by Historical Server to the next
recording session

* A copy of the unique session ID for usein file corruption detection and
recovery
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»  Thesession|D of the session whose control information was most recently
written to the control file

e The number of session entriesin the control file that are no longer valid
because one or more data files or error message files they refer to were
deleted

Following this header record are a number of records of different types that
describe all of the recording sessions, past and present, known to Historical
Server. Theserecordsappear in hierarchical sequential order inthe control file,
where the hierarchy of record types in top-down order is:

*  Session control

*  View control

» Dataitem control

* Alarm control and filter control

For example, a session that consisted of two views, each with two dataitems
that had one alarm and onefilter apiece, would be represented by thefollowing
hierarchy of control records, stored in the following order:

session 1

view 1
data item 1
alarm 1
filter 1
data item 2
alarm 2
filter 2
view 2
data item 3
alarm 3
filter 3
data item 4
alarm 4
filter 4

The contents of the various control record types are described in the next
sections.

Session control record
The Session Control record contains:
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Record identifier (the word “session”).

Status of the session. The status can be active, inactive, or invalid. A status
of invalid appliesif any datafile or error message file belonging to the
session has been deleted or if the session was terminated before its start
time was reached.

Byte offset to the next session record in the control file, from the start of
this record.

Session |D, a number that uniquely identifies the session among all
sessions that appear in this control file. Session | Ds are integers assigned
sequentialy in increasing order.

User name of the client who requested that the recording be made.
Start date and time of the recording session.

The start and end times in the control file reflect as closely as possible
when arecording session actually started and ended. These actual times
might differ dightly from the start_time and end_time parameter values
specified in the command. For example, start_time might be scheduled as
1 p.m., but because of a busy system, the session might actually start at
1:02 p.m.

End date and time of the recording session.
Name of the Adaptive Server monitored.
Name of Monitor Server that participated in the recording session.

Path name of the directory in which the monitoring filesfor the session are
stored.

Name of the error message file for the session.
Sampleinterval, in seconds, used during recording.

If thisvalueis 0, it means that the session was created by playback with a
summarization_level of entire. (The entire session is represented in one
sample, and thereis no sampleinterval.)

Protection level in effect (public/private).

Error option (continue/halt if nonfatal error during recording).

Type of script file created (sybase_script/no_script).

Encrypted password of the client that created the recording session.

If the session was created as a result of playback, the keyword summary.
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There is one session control record in the file for each recording session. The
first view control record for the session follows immediately.

View control record
The View Control record contains:
* Recordidentifier (the word “view”
* View name
* Name of the datafile for the view

One view control record exists for each view defined on arecording session.
One or more data item control records that identify the dataitemsin the view
follow each control record. Alarm control and filter control records are
interspersed between the data item control records as appropriate.

Data item control record
The Data Item Control record contains:
e Recordidentifier (the word “dataitem”)
+ Dataitem name
e  Satistictype

» Insessionscreated from playback, the keyword estimated indicates adata
item whose values were obtained by estimation from dataitemsin other
sessions

One dataitem control record exists for each dataitem that appeared in the
current view'sdefinition. If alarmsor filtersor both are applied to the dataitem,
their control records follow that dataitem’s control record. All of the alarm
control recordsfor the dataitem precede the filter control records for the same
dataitem.

Alarm control record
The Alarm Control record contains:

» Recordidentifier (theword “aarm™)
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Filter control record

Data file

Alarm action
Alarm action data (file name, possibly followed by alist of parameters)
Alarm datatype

Alarm value

One darm control record exists for each alarm that is defined for the current
dataitem. All of the alarm control records for the data item are grouped ahead
of the first filter control record for the dataitem.

The Filter Control record contains:

Record identifier (the word “filter”)
Filter type
Filter datatype

Value specification (one or morefields, separated by commas, in the same
format asis used by the hs_create_filter command)

Onefilter control record exists for each filter that was applied to the current
data item.

A datafile contains the data for a single view recorded during a session. The
file name is dsessionid viewnumber_viewname where:

sessionid is the unique identifier for the session.

viewnumber isanumber greater than or equal to onethat reflectsthe order
in which views were defined for the session.

viewname s the user-supplied namefor the view, truncated if necessary to
conform to the file-naming conventions of the current platform. On the
Windows NT platform, the file name islimited to eight characters.

Onerecord in thefile existsfor each unique combination of dataitem key field
values that occurred in each sample taken.

93



Error message file

Each such record holds:
e Date and time of the sample

Thistimestamp is based on the local time in effect at the Adaptive Server
that was monitored

e Vauesof al of the dataitems sampled

If nodataisreturned for thisview during agiven sampleinterval, aplacehol der
record is written to the historical datafile. This record contains the timestamp
of the sample, followed by acomma-separated list of empty values. That is, the
timestamp field is followed by as many commas as are needed to separate the
remaining dataitems of the view, but no values are stored for those dataitems.
Thisformat is acceptable to the Bulk Copy utility, provided that the columns

into which the data items are being copied will accept nulls.

Error message file
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Any error messagesthat are received while recording samplesfor asession are
stored in a separate error message file. Thisfile's name is eSessionld where:

* eisaconstant.
*  Sessionld isthe unique identifier for the session.
Each record in thisfile contains the following fields:

» Date and time of the sample that occasioned the error message. This
timestamp is based on the local time in effect at the Adaptive Server that
was monitored. The timestamp field may be empty if the error prevented
Historical Server from retrieving the sample timestamp.

*  Error number.
»  Error severity.
»  Error state.
»  Error source.
e 1—unknown
* 2-—Historical Server
3—CT-Library
4 — Adaptive Server
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e 5-—Monitor Server
e Error message text.

For more information about error message fields, refer to the Adaptive Server
Reference Manual.

Script file

If the value of the script_type parameter of the hs_create_recording_session
command is sybase_script, ascript fileis created for the session. The name of
the script file is ssessionid where sessionid is the unique identifier for the
Session.

Script file table names

The script file contains the text of create table commands, one command per
view defined for the session. The name of each tableis
sSessionld_viewnumber _viewname where:

e sisaconstant.
e Sessionld isthe unique identifier for the session.

*  viewnumber isanumber greater than or equal to onethat reflectsthe order
in which views were defined for the session.

* viewnameisthe user-supplied name for the views, truncated if necessary
to conform to the limitations on the lengths of Adaptive Server identifiers.

Script file table column names

Thefirst column defined for each table contains the sample timestamp field. It
is always named Timestamp and has the datatime datatype.

The names of the remaining table columns are derived from the dataitems that
they represent. Each column name is dataitemname_stattype where:

e dataitemname is a compressed form of the dataitem’s name.

e dtattypeisan abbreviated form of the dataitem’s statistic type.

95



Script file

Each column is assigned a datatype that is appropriate for the type of
information that the data item represents. All columns except the sample
timestamp column can contain null values.

Passing script file commands

You can passthe create table commandsin the script file to Adaptive Server by
using theisgl utility’s :r command. After the table is defined with the :r
command, you can use the Bulk Copy utility to import the view datafilesinto
the tables. For aBulk Copy example, see “Bulk copy example” on page 97.

Script use example
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Use the following isql command to connect to the Adaptive Server in which
you want to store the recorded monitoring data:

isqgql -U username -P password -S server

where username is the name of alogin account in that Adaptive Server,
password is the password of that login account, and server is the Adaptive
Server name.

Execute the following isql commands:

use database
go

where database is the name of the database that will contain the new tables.

:r scriptfile

go
where scriptfile is the path name of the script file that was created by the
Historical Server.

A table now existsin the Adaptive Server for each view defined for the
recording session.
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Bulk copy example

Explanation

This section describes how to pass historical datafiles to the Bulk Copy (bcp)
utility to populate Adaptive Server tables.

To store recorded datain an Adaptive Server table by using bep, you must first
create atable for each view defined for the session. In the table, create a
separate column for each of the dataitems that comprise the view. The first
column for each table, which stores the date and time of the sample, must be of
the datetime datatype.

If no datais returned for aview during a sample interval while Historical
Server isrecording, aplaceholder record is written to the view's datafile. This
record contains the timestamp of the sample followed by a comma-separated
list of empty values. For this reason, it is recommended that all but the first
column be defined to allow nulls.

You may simplify the process of creating tables by having the Historical Server
create a script file for you. Use the script_type parameter of the
hs_create_recording_session command.

After you create the table(s) on Adaptive Server, you can use the bep utility to
import data from the view datafiles to their respective tables. Run the
following command once for each data file for which you want to import the
datainto an Adaptive Server table:

bep [[database name.]owner.] table name in
view data file -c [ -e errfile] [-U username]
[-P password] [-S sglserver] -t,
where;

e database _nameisthe name of the database where the tables to hold the
imported data are located.

e owner isthe name of the table’s owner (presumedly your own user name
in the database that contains the table).

« table nameisthe name of the database table into which the datafrom the
view's datafileisto be imported.

e view_data fileisthe name of the datafile for the view.
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» errfileisthe name of an error file in which any rows that could not be
transferred to the database table are to be stored.

e username isthe login name to Adaptive Server.

e password isthe password of the username.

e sglserver isthe name of Adaptive Server.

e -, specifies the column terminators as being commas.

Thedefault row terminator when using the -c optionisa\n (new line) character
used by datafiles. Therefore, you do not need to specify the-r option. If you do
specify the record terminator option (-r), be sure to avoid the special
significance the backslash (\) character has by including ancther backslash, i.e.,
-n\n.

For more information about bcp, see the Adaptive Server Utilities Guide.

Suppose you want to record, once every second, the reads, writes, and total 1/0
per device on an Adaptive Server that is monitored by the SMS1100 Monitor
Server. You can use the following steps to record the data, create atable to
accept the data, and then use the bep utility to import the datainto the table. In
thisexample, the view datafilethat is created by Historical Server for the view
isdl 1 device io.

1 Useisgltologinto Historical Server.
2 Record the data by using the following commands:

hs create recording session SMS1100, 1

go

hs_create_view device_io,
"device name", "value for sample",
"device reads", "value for sample",
"device writes", "value for sample",
"device i/o", "value for sample"

go

hs_initiate recording

go

3 Useisgltologinto Adaptive Server. Because the recording session
contains only one view (“device i0"), create just one tablein the pubs2
database to store data for that view by using the following Transact-SQL
commands:



CHAPTER 5 Data Files

use pubs2
go
create table device io

(

sample time datetime not null,
device name varchar (255) null,
device reads val int null,
device writes val int null,
device io val int null,

)

go

4 After therecording session is complete, you can use bep to import data
from the view’s datafile into the database table. Use the following
commands:

bcp pubs2..device io in dl_1 device io -c
-e dl_1 device io.err -U username
-P password -S server -t

Cut utility example

If you are on aUNIX machine, you can put subsets of the fields from datafiles
into separate Adaptive Server tablesif you first invoke the cut utility to strip
and save the desired columns from the file. Use the following command:

cut -f list -d , view data file > output file name
where:

e listisacommar-separated list of the field numbersthat you want to cut and
save from the original view datafile. Thefirst field has field number 1.

e view_data fileisthe name of the file where all of the recording datais
stored.

e output_file_nameisthe name of the file where the stripped datais to be
stored.

After using cut, you can use the bep utility to import the datain the
output_file_nameinto an Adaptive Server table. Historical Server might return
linesto the view_data_filethat are similar to:

1995/3/25 10:32:39,master,0,0,0
1995/3/25 10:32:39,sysprocsdev,0,0,0
1995/3/25 10:32:39,ANewDBDevice,0,0,0
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1995/3/25
1995/3/25
1995/3/25
1995/3/25
1995/3/25

Suppose that you are interested in just the total 1/O for each device during the
sample. You could execute thefollowing command to cut out the datayou want

10:
10:
10:
10:
10:

32:

32
32

39,ATestDevice, 0,0,0

:40,master,0,0,0

:40, sysprocsdev,0,0,0
32:
32:

40,ANewDBDevic,0,0,0
40,ATestDevice,0,0,0

by executing the following command:

cut -f1,2,5 -d, dl_1 device io > dl_1 device.io.new

wherefield 1 isthe date and time of the sample, 2 isthe second field, whichis
the device name, and 5 is the fifth field, which is the device 1/0 value.

Now you canimport thedl 1 device.newfileinto an Adaptive Server table as
described in the previous section, “Bulk copy example” on page 97.

For more information about the cut utility, refer to the UNIX man pages on

your system.
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Table of data items and definitions

Table A-1 describes the dataitems available for inclusion in recording
session views. Thetablelistsdataitemsin al phabetical order and provides
the following information about each one:

e A definition
* An Adaptive Server release dependency designation
e A result or key designation

Table A-1: Data items and definitions

Data item Description
Application Execution Configured execution class, if any, for a given application name. Because of override
Class features, the configured execution class does not necessarily reflect the priority and

engine group at runtime. The following notations are used in the monitor:
Version: 11.5 and later « blank — no execution classis configured for this application.

« execution class name—the execution class configured for the applicationin general,
without consideration for specific logins. (That is, an execution classis configured
for the application with null scope.)

« execution class name followed by asterisk (*) — in addition to the execution class
configured for the application in general, additional execution classes are
configured for specific logins. (That is, an execution class is configured for the
application with null scope and at |east one additional execution classis configured
for the application with a specific scope.)

e an asterisk (*) without execution class— no execution classis configured for the
applicationin general, but execution classes are configured for specific loginsusing
this application. (That is, at least one execution class is configured for the
application with a specific scope.)

Type: Result

Application Name Name of application for which other statistics are being accumulated. Views that
contain Application Name only report on processes that are active as of the end of the
Version: 11.0 and later sample period.

Application name is mutually exclusive with Process ID in aview.
Type: Key
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Data item

Description

Blocking Process ID

Version: 11.0 and later

1D of the processthat holds alock that another processiswaiting for, if any. A returned
value of zero means that the other processis not blocked.

Type: Result

Cache Efficiency

Version: 11.0 and later

The number of cache hits per second per megabyte of a particular data cache.
Type: Result

Cache Hit Pct

Version: 11.0 and later

The fraction of the page reads for objects bound to a particular data cache that are
satisfied from the cache computed from the following formula

cache_hits/ (cache_hits + cache_misses) * 100
Type: Result

Cache Hits

Version: 11.0 and later

The number of times a page read was satisfied from a particular data cache.
Type: Result

Cache D

Version: 11.0 and later

The ID of adata cache in Adaptive Server version 11.0 or later. Particular database
tables and indexes may be bound to a specific data cache, or all objects in a database
may be bound to the same data cache. No object may be bound to more than one data
cache.

Type: Key

Cache Misses

Version: 11.0 and later

Number of times a page read was satisfied from disk rather than from a particular data
cache. Thisdataitem includes failed attemptsto | ocate pages in the data caches during
page alocation. Therefore, the number of physical page reads reported may be
overstated. If this occurs, the percentage of data cache misses reported by Cache Hit
Pct is understated.

Type: Result

Cache Name

Version: 11.0 and later
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The name of adata cache. Particular database tables and indexes may be bound to a
specific data cache, or al objects in a database may be bound to the same data cache.
No object may be bound to more than one cache.

Type: Key
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Data item

Description

CachePrefetch Efficiency

Version: 11.0 and later

A percentage comparing the count of pages being reused in large 1/0 buffers (the
denominator) to the number of those pages that were ever referenced by Adaptive
Server. When abuffer isreused, all of the pagesin it are counted as reused. Buffersare
reused when there are no free buffersin the pool to accept a new physical read from a
database device. The number of reused pages referenced by Adaptive Server divided
by the result of the number of pages per buffer multiplied by the number of reused
buffers indicates the effectiveness of large 1/0 fetches.

Regardless of how many buffer pools are configured in anamed data cache, Adaptive
Server only uses two of them. It usesthe 2K buffer pool and the pool configured with
the largest-sized buffers. Prefetch effectiveness does not apply to the 2K buffer pooal,
since 2K grabs are not considered large 1/0. Therefore, prefetch effectiveness applies
to thelargest buffer pool in the cache. For example, if adata cache has pools of buffers
sized 2K, 8K, and 16K, the 8K pool is not used, and this metric reflects the
effectiveness of large 1/0 in the 16K buffer pool.

If theratio islarge, then prefetching is effective; otherwise, prefetching is not
providing much benefit. This may suggest that a buffer pool should be eliminated (or
it may imply that a clustered index on some table is fragmented, and that the index
should be dropped and recreated).

Type: Result

Cache Refer and Reuse

Version: 11.0 and later

The number of pagesin buffers were both referenced and reused. This count is
employed when determining the efficiency of prefetching buffers (see Cache Prefetch
Efficiency). This dataitem, unlike Cache Prefetch Efficiency, includes activity in the
default 2K buffer pool.

See Cache Prefetch Efficiency for adefinition of buffer reuse.
Type: Result

Cache Reuse

Version: 11.0 and later

The number of pagesin buffersthat were reused. A large valueindicates a high rate of
turnover (of buffersinthismemory pool), and suggeststhat the pool may betoo small.
A zero value suggests that this memory pool may be too large. This dataitem, unlike
Cache Prefetch Efficiency, includes activity in the default 2K buffer pool.

See Cache Prefetch Efficiency for adefinition of buffer reuse.
Type: Result

Cache Reuse Dirty

Version; 11.0 and later

The number of times that a buffer that was reused had changes that needed to be
written. A non-zero value indicates that the wash size is too small.

See Cache Prefetch Efficiency for adefinition of buffer reuse.
Type: Result

Cache Size

Version; 11.0 and later

The size of a data cache, in megabytes.
Type: Result
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Data item Description
Cache Spinlock The fraction of the requests for adata cache’s spinlock that were forced to wait.
Contention

Version: 11.0 and later

spinlock_waits/ spinlock_requests
Type: Result

Code Memory Size

Version: 11.0 and later

Amount of memory in bytes alocated to Adaptive Server.
Type: Result

Connect Time

Version: 11.0 and later

Number of seconds elapsed since the process was started or since the session was
started, whichever is smaller.

Type: Result

CPU Busy Percent

Version: 11.0 and later

Percentage of total server CPU ticks that the Adaptive Server CPU was busy.
Type: Result

CPU Percent

Version: 11.0 and later

If used in aview with Process I D, thisisthe percentage of time asingle processwasin
the Running state over the time all processes were in the Running state.

If used in aview with Application Name, this isthe percentage of time the set of
processes running a given application were in the Running state over the time al
processes were in the Running state.

Type: Result

CPU Time

Version: 11.0 and later

If used in aview with no keys, this dataitem is the total CPU busy time, in seconds,
on the server. If used with keys, this dataitem is the busy time, in seconds, that was
used by each process, application, or engine. Process ID and Application Name are
mutually exclusive.

Type: Result

CPU Yields

Version: 11.0 or later

Number of times that the Adaptive Server yielded to the operating system.
Type: Result

Current Application
Name

Version: 11.0 and later

The name of the application that is currently executing on a particular process.
Type: Result

Current Engine

Version: 11.0 and later

Number of the Adaptive Server engine on which the process was running most
recently.

Type: Result

Current Execution Class

Version: 11.5 and later

The name of the execution class under which a process is currently running.
Type: Result

Current Process State

Version: 11.0 and later
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Current state of a process. See Process State for definitions of the possible states.
Type: Result
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Data item

Description

Current Stmt Batch ID

Version: 11.5 and later

The ID of aparticular query batch being executed on a particular process.
Type: Result

Current Stmt Batch Text

Version: 11.5 and later

The text of a particular query batch being executed for a particular process. This text
may be only aninitial substring of the complete text in a query batch. The amount of
text stored in thisfield is determined by the Adaptive Server max SQL text monitored
configuration parameter.

Type: Result

Current Stimt Batch Text
Byte Offset

Version: 11.5 and later

The byte offset to the beginning of a statement within the query batch or stored
procedure being executed for a particular process. If both:

Current Stmt Procedure Database ID is equal to 0 and Current Stmt Procedure ID is
equal to 0 then the statement is the currently executing SQL statement in the query
batch. Otherwise, the statement isthe currently executing SQL statement in the stored
procedure uniquely identified by these two IDs.

Type: Result

Current Stmt Batch Text
Enabled

Version: 11.5 and later

Reportswhether Adaptive Server (version 11.5 and later) is saving the SQL text of the
currently executing query batches and, if so, how much.

Value of 0 =saving SQL text disabled

Value of 1 or more = maximum number of bytes of batch text per server process that
can be saved.

Type: Result

Current Stmt Context |1D

Version: 11.5 and later

The D that uniquely identifies astored procedure invocation within a particular query
batch being executed for a particular process.

Type: Result

Current Stmt CPU Time

Version; 11.5 and later

The amount of time (in seconds) that the currently executing SQL statement has spent
in the running state.

Type: Result

Current Stmt Elapsed
Time

Version: 11.5 and later

The amount of time (in seconds) that the currently executing SQL statement has been
running.

Type: Result

Current Stmt Line
Number

Version; 11.5 and later

The number of the line (within a query batch or stored procedure) that contains the
beginning of the currently executing SQL statement for a particular process. The
currently executing SQL statement isinthe query batch if both Current Stmt Procedure
Database ID is equal to 0 and Current Stmt Procedure ID is equal to 0.

Otherwise, the currently executing SQL statement is in the stored procedure uniquely
identified by these two IDs.

Type: Result
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Data item Description
Current Stmt Locks Number of lock requests by the currently executing SQL statement that were granted
Granted After Wait after waiting.

Version: 11.5 and later

Type: Result

Current Stmt Locks
Granted Immediately

Version: 11.5 and later

Number of lock requests by the currently executing SQL statement that were granted
immediately or were not needed (because sufficient locking was already held by the
reguestor).

Type: Result

Current Stmt Locks Not
Granted

Version: 11.5 and later

Number of lock requests by the currently executing SQL statement that were denied.
Type: Result

Current Stmt Logical
Reads

Version: 11.5 and later

Number of data page reads satisfied from cache or from device reads by the currently
executing SQL statement.

Type: Result

Current Stmt Number

Version: 11.5 and later

The number of the statement (appearing in a query batch or stored procedure) that is
the currently executing SQL statement for a particular process. The currently
executing SQL statement isin the query batch if both Current Stmt Procedure Database
ID isequal to 0 and Current Stmt Procedure ID is equal 0.

Otherwise, the currently executing SQL statement is in the stored procedure uniquely
identified by these two IDs.

A value of Oindicates partial result datafor the currently executing SQL statement. In
other words, this SQL statement began executing before monitoring began.
Performance metrics are available but numbers reflect only the time period since the
start of monitoring.

Type: Result

Current Stmt Page 1/0

Version: 11.5 and later

Number of combined logical page reads and page writes by the currently executing
SQL statement.

Type: Result

Current Stmt Physical
Reads

Version: 11.5 and later

Number of data page reads by the currently executing SQL statement that could not be
satisfied from the data cache.

Type: Result

Current Stmt Procedure
Database ID

Version: 11.5 and later
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The database 1D of the stored procedure (including triggers, a special kind of stored
procedure) that contains the currently executing SQL statement for a particular
process. If the currently executing SQL statement is not contained in a stored
procedure, thisID isO.

Type: Result
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Data item Description
Current Stmt Procedure The database name of the stored procedure (including triggers, aspecial kind of stored
Database Name procedure) that contains the currently executing SQL statement for a particular

Version: 11.5 and later

process. If the currently executing SQL statement is not contained in a stored
procedure, this name is “**NoDatabase**".

Type: Result

Current Stmt Procedure
ID

Version: 11.5 and later

The ID of the stored procedure (including triggers, aspecial kind of stored procedure)
that contains the currently executing SQL statement for a particular process. If the
currently executing SQL statement is not contained in a stored procedure, thisID isO.

Type: Result

Current Stmt Procedure
Name

Version: 11.5 and later

The name of the stored procedure (including triggers, a specia kind of stored
procedure) that contains the currently executing SQL statement for a particular
process. If the currently executing SQL statement is not contained in a stored
procedure, this name is “**NoObject**".

Type: Result

Current Stmt Procedure
Owner Name

Version:; 11.5 and later

The owner name of the stored procedure (including triggers, a special kind of stored
procedure) that contains the currently executing SQL statement for a particular
process. If the currently executing SQL statement is not contained in a stored
procedure, this name is “*NoOwner**",

Type: Result

Current Stmt Procedure
Text

Version; 11.5 and later

Thetext of a particular stored procedure (including triggers, a special kind of stored
procedure) being executed for a particular process. If both Current Stmt Procedure
Database ID is equal to 0 and Current Stmt Procedure ID is equal to O then a stored
procedureis not currently executing and thistext isanull-terminated empty string ("").

If thetext isnot available (because this stored procedure was compiled and itstext was
discarded, or because the text is stored in an encrypted format), then thistext isanull-
terminated empty string ("").

Type: Result

Current Stmt Query Plan
Text

Version; 11.5 and later

Thetext of the query plan for aparticular query being executed for aparticular process.

If thetext is not avail able (because the Adaptive Server hasremoved this plan fromits
catalog of query plans), then thistext is a null-terminated empty string ("").

Type: Result

Current Stmt Start Time

Version:; 11.5 and later

The date and time, in the time zone of Adaptive Server, when the currently executing
SQL statement began running.

If this SQL statement began running before monitoring began, then thisresult is the
date and time that activity wasfirst encountered for this statement.

Type: Result
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Data item

Description

Current Stmt Text Byte
Offset

Version: 11.5 and later

The byte offset to the beginning of a statement within the query batch or stored
procedure being executed for a particular process.

If both Current Stmt Procedure Database ID is equal to 0 and Current Stmt Procedure
ID is equal to 0 then the statement is the currently executing SQL statement in the
query batch. Otherwise, the statement is the currently executing SQL statement in the
stored procedure uniquely identified by those two IDs.

Type: Result
Database ID Unique identification of a database.
Version: 11.0 and later Type: Key
Database Name Name of the database.
Type: Result
Version: 11.0 and later
Deadlock Count Number of deadlocks.
Type: Result

Release: 11.0 and later

Demand Lock

Version: 11.0 and later

A character string (Y or N) that indicates whether or not alock that has been upgraded
to demand lock status.

Type: Result

Device Hit Percent

Version: 11.0 and later

The fraction of device requestsis computed by multiplying the quotient of device hits
divided by device misses plus device misses by 100.

Type: Result

Device Hits

Version: 11.0 and later

Number of times access to a device was granted.
Type: Result

Device l/O

Version: 11.0 and later

Combination of device reads and device writes.
Type: Result

Device Misses

Version: 11.0 and later

Number of times access to a device had to wait.
Type: Result

Device Name

Version: 11.0 and later

Name of a database device defined in Adaptive Server.
Type: Key

Device Reads

Version: 11.0 and later

Number of reads made from a device.
Type: Result

Device Writes

Version: 11.0 and later
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Type: Result



APPENDIX A Data Iltems

Data item

Description

Elapsed Time

Version: 11.0 and later

The time increment, in seconds, either from one data refresh to the next (sample) or
from the creation of the view to the present (session).

Type: Result

Engine Number

Version; 11.0 and later

Number of the Adaptive Server engine.
Type: Key

Host Name

Version:; 11.0 and later

The name of the host computer that established a particular connection.
Type: Result

Index Logical Reads

Release: 11.0 and later

Number of index page reads satisfied from cache and from database devices.
Type: Result

Index Physical Reads

Version: 11.0 and later

Number of index page reads that could not be satisfied from the data cache.
Type: Result

Kerndl Process ID

Version: 11.0 and later

An Adaptive Server process identifier that remains unique over long periods of time.
Type: Key

Kernel Structures
Memory Size

Version: 11.0 and later

Amount of memory in bytes allocated to the kernel structures.
Type: Result

Large I/O Denied

Version: 11.0 and later

The number of times the buffer manager did not satisfy requests (of the optimizer) to
load datainto a buffer in this data cache by fetching more than one contiguous page
from disk at atime.

Type: Result

Large I/O Performed

Version: 11.0 and later

The number of times the buffer manager satisfied requests (of the optimizer) to load
datainto a buffer in this data cache by fetching more than one contiguous page from
disk at atime.

Type: Result

Large I/0 Requested

Version:; 11.0 and later

The number of times the optimizer made requests (of the buffer manager) to load data
into abuffer in this data cache by fetching more than one contiguous page from disk at
atime.

Type: Result

Lock Count

Version: 11.0 and later

Number of locks.
Type: Result

Lock Hit Percent

Version; 11.0 and later

Percentage of successful requests for locks.
Type: Result
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Data item

Description

Lock Result

Version: 11.0 and later

Result of alogical lock request. Lock result values are:

¢ 1-Granted immediately
2 — Not needed; requestor aready held a sufficient lock

e 3 —Waited; requestor waited

¢ 4-Did not wait; lock was not avail ableimmediately and the requestor did not want
the lock request to be queued

* 5—Deadlock; requestor selected as deadlock victim
* 6 —Interrupted; the lock request was interrupted by attention condition

Type: Key

Lock Results
Summarized

Version: 11.0 and later

Lock results summarized at a granted or not granted level.

¢ 1-Thelock result summary granted is composed of the lock results: granted, not
needed, and waited.

e 2-—Thelock result summary not granted is composed of the lock results: did not
wait, deadlock, and interrupted.

Type: Key

Lock Status

Version: 11.0 and later

Current status of alock which includes lock status values:
¢ 1-Held and blocking

¢ 2—Hed and not blocking

¢ 3 —Requested and blocked

¢ 4 —Reqguested and not blocked

Type: Key

Lock Status Count

Version: 11.0 and later

Number of locksin each lock status. Thisis a snapshot value.
Type: Result

Lock Type

Version: 11.0 and later

110

Adaptive Server protects tables or data pages currently used by active transactions by
locking them. Adaptive Server employs the following lock types:

¢ 1-Exclusivetablelock
e 2— Shared tablelock

e 3-—Exclusiveintent lock
e 4 - Shared intent lock

¢ 5—Exclusive page lock
¢ 6 — Shared page lock

e 7 -—Update page lock
Type: Key
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Data item

Description

Locks Being Blocked
Count

Version: 11.0 and later

Number of locks being blocked by this process that holds this “held_and_blocking”
lock.

Type: Result

Locks Granted
Immediately

Version; 11.5 and later

Number of locks that were granted immediately, without having to wait for another
lock to be released.

Type: Result

Locks Granted After Wait

Version:; 11.5 and later

Number of locks that were granted after waiting for another lock to be released.
Type: Result

Locks Not Granted

Version; 11.5 and later

Number of locks that were requested but not granted.
Type: Result

Log Contention Percent

Version; 11.0 and later

The percentage of times, of the total times when a user log cache was flushed into the
transaction log, that it had to wait for the log semphore.

A high percentage may indicate that the user log cache size should be increased.
Type: Result

Logical Page Reads

Version: 11.0 and later

Number of data page reads per unit of time, whether satisfied from cache or from a
database device.

Type: Result

Login Name

Version; 11.0 and later

Login name associated with Adaptive Server processes.
Type: Result

Most Active Device l/O

Version; 11.0 and later

Number of combined reads and writes agai nst the device with the most activity during
agiventimeinterval.

Type: Result

Most Active Device
Name

Version; 11.0 and later

Name of the device with the largest number of combined reads and writes during a
given time interval.

Type: Result

Net Bytes Received

Version; 11.0 and later

Number of network bytes received.
Type: Result

Net Bytes Sent

Version; 11.0 and later

Number of network bytes sent.
Type: Result

Net Default Packet Size

Version; 11.0 and later

Default network packet size.
Type: Result
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Data item Description
Net I/O Bytes Total number of network bytes sent and received.
Type: Result

Version: 11.0 and later

Net Max Packet Size

Version: 11.0 and later

Configured maximum size for a network packet.
Type: Result

Net Packet Size Received

Version: 11.0 and later

Average size of network packets received.
Type: Result

Net Packet Size Sent

Version: 11.0 and later

Average size of network packets sent.
Type: Result

Net Packets Received

Version: 11.0 and later

Number of network packets received.
Type: Result

Net Packets Sent

Version: 11.0 and later

Number of network packets sent.
Type: Result

Number of Engines

Version: 11.0 and later

Number of engines configured for Adaptive Server.
Type: Result

Number of Processes

Version: 11.0 and later

Number of processes currently running on Adaptive Server, or, if used with the key
Application Name, the number of processes currently running a given application.

Type: Result

Object ID

Version: 11.0 and later

ID of adatabase object. The object returned is either a database table, a stored
procedure, or atemporary table.

Object IDs might be negative numbers. The object IDs that Adaptive Server assignsto
temporary tables can be positive or negative.

Type: Key

Object Name

Version: 11.0 and later

Database object name. The string  **TempObject** is reported for temporary tables.
Type: Result

Object Type

Version: 11.0 and later

Type of database object:

¢ 0—None

¢ 1-—Stored procedure (including triggers)
e 2-Table

Type: Result

Owner Name

Version: 11.0 and later
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Name of an objects’s owner.
Type: Result
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Data item Description
Page Cache Size Amount of memory in bytes allocated for the page cache.
Type: Result

Version: 11.0 and later

Page Hit Percent Percentage of times that a data page read could be satisfied from cache without
requiring a physical page read.

Version: 11.0 and later Type: Result

Pagel/O Combined total of logical page reads and page writes.
Type: Result

Version; 11.0 and later

Page Number

Version: 11.0 and later

Data page number for a particular lock or lock request.
Type: Key

Page Writes

Version: 11.0 and later

Number of pages written to a database device.
Type: Result

Physical Page Reads

Version: 11.0 and later

Number of data page reads that could not be satisfied from the data cache.
Type: Result

Procedure Buffer Size

Version: 11.0 and later

Amount of memory in bytes allocated for the procedure buffer.
Type: Result

Procedure CPU Time

Version: 11.0 and later

Number of seconds of CPU time spent executing a stored procedure.
Type: Result

Procedure Database ID

Version: 11.0 and later

Database ID of the active stored procedure.
Type: Key

Procedure Database
Name

Version:; 11.0 and later

Database hame of the active stored procedure.
Type: Key

Procedure Elapsed Time

Version; 11.0 and later

Number of seconds elapsed during a stored procedure execution. All statistic types
valid with this dataitem report time in units of seconds. For example, “Procedure
Elapsed Time”, “ Average for Session” reports the average number of elapsed seconds
per procedure execution.

Type: Result
Procedure Execution Configured execution class, if any, for a given stored procedure.
Class Type: Result

Version; 11.5 and later
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Data item Description
Procedure Execution Number of times a stored procedure, or alinein a stored procedure, was executed.
Count Type: Result

Version: 11.0 and later

Procedure Header Size Amount of memory in bytes allocated for the procedure header.

) Type: Result
Version: 11.0 and later

Procedure Hit Percent Percentage of times that a procedure execution found the procedure’s query plan in
procedure cache and available for use.
Version: 11.0 and |ater Type: Result

Procedure ID Active stored procedure. Active indicates the top-level stored procedure was called.

Type: K
Version: 11.0 and later P &

Procedure Line Number ~ Stored procedure line number.

Type: K

Version: 11.0 and later ype rey

Procedure Line Text Entire text of the stored procedure.
Type: Result

Version: 11.0 and later

Procedure Logical Reads  Number of requests to execute a stored procedure, whether satisfied from procedure
cache or with aread from sysprocedures.
Version: 11.0 and later Type: Result

Procedure Name Name of the active stored procedure.

Type: Result.
Version: 11.0 and later

Procedure Owner Name  Name of the owner of the active stored procedure.

Type: Result
Version: 11.0 and later

Procedure Physical Reads Number of requeststo execute astored procedure, for which aread from sysprocedures
was necessary.
Version: 11.0 and later Type: Result

Procedure Statement Statement number within a stored procedure. A single stored procedure line can
Number contain one or more statements.
Type: Key
Version: 11.0 and later
Process ID Adaptive Server process identification number. Views that contain Process ID only
report on processes that are active as of the end of the sample period. Process ID is
Version: 11.0 and later mutually exclusive with Application Namein aview.
Type: Key
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Data item Description
Process State Process state:
¢ 0—None.

Version: 11.0 and later

1 - Alarm Sleep.Waiting on an aarm.
¢ 2 —Background. Adaptive Server process executing.
¢ 3—Bad Status. Undetermined error condition.
* 4 —Infected. Tagged by Adaptive Server as unprocessable.
¢ 5—Lock Sleep. Waiting on alock acquisition.
¢ 6 —Received Sleep. Waiting on a network read.
¢ 7 —Runnable. Waiting to run according to priority and availability of CPU.
¢ 8—Running. Executing.
¢ 9-—Send Sleep. Waiting on a network send.

¢ 10— Seeping. Paused for any other reason not listed here, such as: waiting on
device 1/O (physical reads) or waiting for client activity.

e 11— Stopped. Process terminated.

¢ 12 —Terminating. Process terminating.

¢ 13— Unknown. Process state undeterminable.

¢ 14 —Remote I/0O. Waiting on aremote (OMNI) server to complete an operation.

¢ 15— Synch Sleep. Waiting to synchronize with some other server process(es) that
areworking in parallel to execute a given query.

Type: Key

Process State Count

Version; 11.0 and later

Number of processesin a particular state.
Type: Result

Rows Deleted

Version; 11.0 and later

Number of rows deleted from a database table.
Type: Result

Rows Deleted Deferred

Version; 11.0 and later

Number of rows deleted from a database table in deferred mode.
Type: Result

Rows Deleted Direct

Version; 11.0 and later

Number of rows deleted from a database table in direct mode.
Type: Result

Rows Inserted

Version; 11.0 and later

Insertions into a database table.
Type: Result

Rows Inserted Clustered

Version: 11.0 and later

Insertions into database tables with clustered indexes.
Type: Result
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Data item Description

Rows Inserted Heap Insertions into database tables without clustered indexes.
Type: Result

Version: 11.0 and later

Rows Updated Updatesto a database table.
Type: Result

Version: 11.0 and later

Rows Updated Deferred

Version: 11.0 and later

Updatesthat require two stepsto complete. First, recordsfor deleting the existing entry
and inserting the new entry are written to the log, but only the deletes are actually
performed on the data pages. In the second step, the log is rescanned and the insert
operations performed on the data pages.

Type: Result

Rows Updated Direct

Version: 11.0 and later

The sum of expensive, in-place, and not-in-place updates (everything except updates
deferred).

Type: Result

Rows Updated Expensive

Version: 11.0 and later

A type of direct update that deletes arow from its original location and insertsitin a
new location.

Rows Updated In Place

Version: 11.0 and later

A type of direct update that does not require rows to move on a data page.
Type: Result

Rows Updated Not In
Place

Version: 11.0 and later

A type of direct update that does not require the updated row to move, but because the
length of the updated row changes, other rows on the data page are moved. Also known
as cheap updates.

Type: Result

Select Statements

Version: 11.0 and later

Number of SELECT or OPEN CURSOR statements.
Type: Result

Server Structures Size

Version: 11.0 and later

Amount of memory in bytes alocated for the Adaptive Server structures.
Type: Result

SQL Server Name

Version: 11.0 and later

Name of the Adaptive Server that is being monitored as specified by the -S parameter
in the start-up command for the Monitor Server being used.

Type: Result

SQL Server Version

Version: 11.0 and later

Version of the Adaptive Server that is being monitored. For moreinformation, seethe
global @@version variable in the Transact-SQL User’s Guide.

Type: Result

Thread Exceeded Max

Version: 11.5 and later

116

The number of times a query plan was adjusted at runtime because of attempting to
exceed the configured limit of threads in the server-wide worker thread pool in
Adaptive Server version 11.5 and later.

Type: Result
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Data item Description
Thread Exceeded Max The percentage of time a query plan was adjusted at runtime because of attempting to
Percent exceed the configured limit of threadsin the server-wide worker thread pool in

Version: 11.5 and later

Adaptive Server version 11.5 and later.
Type: Result

Thread Max Used The maximum number of threads from the server-wide worker thread pool which were
concurrently in use on the server.

Version: 11.5 and later Type: Result

Time Waited on Lock Amount of time (in seconds) that alock request has been waiting.
Type: Result

Version:; 11.0 and later

Timestamp

Version; 11.0 and later

In recording session views and in playback views when summarization_level is raw,
the date and time on the Adaptive Server when the recording session data was
gathered.

In playback views, when summarization_level isactual, entire, or a user-defined
interval, the time is converted to the time zone of Historical Server.

For more information, see the getdate() function in the Transact-SQL User’s Guide.
Type: Result

Timestamp Datim

Version:; 11.0 and later

In recording session views and in playback views when summarization_level israw,
the date and time on the Adaptive Server when the recording session data was
gathered, returned in aCS_DATETIME structure. For more information, see the
getdate() function in the Transact-SQL User’s Guide.

In playback views, when summarization_level isactual, entire, or a user-defined
interval, thetime is converted to the time zone on Historical Server.

Type: Result

Transactions

Version; 11.0 and later

Total number of committed Transact-SQL statement blocks delimited by abegin
transaction and commit transaction statement.

Type: Result
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APPENDIX B

Specifications for Defining
Recording Session Views

This appendix describes rules and considerations for designing recording
Session views.

Topic Page
Definition of key and result 119
Designing recording session views 120
Table of vaid key and result data item combinations 122
Table of vaid statistic types for dataitems 146

Definition of key and result

Dataitems are either keys or results.

e A key dataitem uniquely identifies the rows returned in a view. For
example, in aview that defines per-process data, the Process |D data
item identifies each process.

« Aresult dataitemidentifiestheinformationto bereturned concerning
each key value.

By using amix of keys and resultsto define recording session views, you
control the data that Historical Server returns.

You can combine key dataitemswithin aview to narrow the scope of the
returned data. With the inclusion of each successive key, envision adding
theword “per” to aview definition. For example, pagel/Os*per” database
table“per” process. (Only certain key combinationsarevalid for each data
item. See Table B-2.)

To return server-wide data, define aview with no keys. In aview with no
keys, the result always contains exactly onerow. (Only certain dataitems
arevalid at the server level. See Table B-2.)

Table B-1 provides examples of views using different key combinations.
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Table B-1: View examples using various key combinations

View definition Results
Page1/O Since there are no keysin the view, the result is page 1/0 for the whole
server. For example:
Page I/0
145
Process ID (key), Login | Theresult is page 1/O per process. For example:
Name, Page 1/0 Process ID Login Name Page I/0
1 sa 45
5 joe 100
Process ID (key), The result is page 1/0 per database table per process. For example:
Database ID (key), Process Database Object Databse Object Page
Object ID (key), ID ID ID Name Name I/0
Database Name, Object |  -------------~=--"-"~~~—~—— oo
Name, Page I/O 1 5 208003772 pubs2 authors 10
1 5 336004228 pubs2 titles 35
5 5 208003772 pubs2 authors 100

Designing recording session views

To define aview:

»  Choose valid combinations of key and result data items using Table B-2
on page 123.

» Choosevalid statistic types for each of the dataitems using Table B-3 on
page 147.

Using the Process ID

When aserver process terminates, A daptive Server can reuseits Process D for
anew process. Therefore, the Process ID dataitem is not guaranteed to
uniquely identify aprocess. The Kernel Process ID dataitem, however,
uniquely identifies a process.
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To create a non-raw playback view that shows per-process data, the recording
session view and the playback view must include both the Process ID and
Kernel Process ID dataitems. If playback israw, using only ProcessID is
allowed.

Views that include Process ID return rows as follows:
«  Recording session views and raw playback views.

These views return arow only for process IDs that exist at the end of a
sampleinterval. If aserver process terminates in the middle of asample
interval, arow is not returned for its process ID.

e Playback views when the session’s summarization_level parameter is
actual, entire, or user-defined intervals.

These views return rows for all server processes included in any of the input
samples. However, since process | Ds are not guaranteed to be unique, the
Kernel Process ID dataitem must also beincluded to ensure uniqueness of the
key. Otherwise, the view could erroneously summarize two different
processes.

Using the application name

Historical Server accumulates performance data per application by summing
the datafor all processes having the same application name. It collects
performance data only for processes that exist as of the end of the sample
interval . See the explanation of Process|D describedin “Using the Process|D”
on page 120 for more information.

Empty rows versus no rows in views

When there is no activity to report, some data items cause an empty row (that
is, arow with zero values for result data items) to appear in aview, and other
data items cause the row to be omitted. The rules controlling whether empty
rows appear in aview are:

e Server level dataitemsawaysreturn arow, even when thereisno activity
to report.

*  Viewsthat containthe key dataitem Process D or Application Nameonly
report on processes that are active as of the end of the sample period.
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Viewsthat contain the key dataitems Object ID or Stored Procedure ID
omit the row when thereis no activity to report during the sample period.

Views that contain keys other than those listed in the previous bullets
return rows when there is no activity.

Table of valid key and result data item combinations

Therearerestrictionson the dataitemsthat can be combined within aview. The
restrictions are based upon the rel ationshi ps between data items. For example,
it makes no sense to ask for “CPU Busy Percent” per “Page Number”;
therefore, it is not allowed.
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TableB-2 showsvalid combinations of result and key dataitemsfor views. The
tablelists result dataitems in a phabetical order. The basic rules for
determining whether aresult dataitem can be included in arecording session
view are;

The view must include all of the required keys listed for the result data
item.

The view can include the optional keys listed for the result data item.
However, not all of the optional keyslisted for a dataitem are guaranteed
to work together.

The view cannot include any other keys besidesthose listed as required or
optional. (A few exceptions are described in the Notes column.)

Data Available at Server Level? —indicates whether this dataitem can be
used in aview without any keysto obtain summary or static information
about Adaptive Server.

A result dataitem that has no required keys can be used in server-level
views. Server-level views have no keys and report summary or static
information about Adaptive Server.

Footnotes contain additional information about using the result dataitems
in views. They are repeated here for convenience:

» Thesedataitemsinfer namesfrom IDs or statustypes. They arevalid
in any view containing the required keys, regardless of the other keys
that might also be in the view. (For example, Database Nameisvalid
in any view containing the key Database ID; therefore, it would be
valid in aview whose keys are Database | D and Process ID.)
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e These dataitemsare available only if you are monitoring Adaptive
Server version 11.5 and later.

e Process ID and Application Name cannot be used in the same view.

e Inprevious version, Cache Name was a key. In this version, Cache
Nameisaresult. A new key, Cache D, replacesthe key Cache Name.
For compatibility, Cache Name remains valid as a key. However, for
efficiency and for forward compatibility, use Cache ID asthe key in
new views.

Table B-2: Valid key and result combinations

Data item Required and optional keys
Application Execution Valid at server level?
Cla532 No

Required keys:

Application Name

Application Name (KEY)®

Blocking Process ID Valid at server level?
No
Required keys:
¢ ProcessID
¢ Database ID
¢ Object ID
¢ Lock Status
¢ Page Number
Optional keys:
Lock Type

Cache Efficiency Valid at server level?
No
Required keys:
Cache ID

Cache Hit Pct Valid at server level?
No
Required keys:
CacheID
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Data item Required and optional keys

Cache Hits Valid at server level?
No
Required keys:
CacheID

CacheID (KEY) 4

Cache Misses Valid at server level?
No
Required keys:
CacheID

Cache Name® Valid at server level?
No
Required keys:
CacheID

Cache Prefetch Efficiency Valid at server level?
No
Required keys:
CacheID

Cache Refer and Reuse Valid at server level?
No
Required keys:
CacheID

Cache Reuse Valid at server level?
No
Required keys:
CacheID

Cache Reuse Dirty Valid at server level?
Yes
Required keys:
None
Optional keys:
CacheID

Cache Size Valid at server level?
No
Required keys:
Cache ID
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Data item

Required and optional keys

Cache Spinlock Contention

Valid at server level?
No

Required keys:
CacheID

Code Memory Size

Valid at server level?
Yes

Required keys:

None

Connect Time

Valid at server level?
No

Required keys:
Process ID

CPU Busy Percent

Valid at server level?
Yes

Required keys:

None

Optional keys:
Engine Number

CPU Percent®

Valid at server level?
No

Required keys:
Process ID or
Application Name
Optional keys:
Engine Number

CPU Timé®

Valid at server level?
Yes

Required keys:

None

Optional keys:

e Process|D or

¢ Application Name
¢ Engine Number
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Data item

Required and optional keys

CPU Yields

Valid at server level?
Yes

Required keys:

None

Optional keys:
Engine Number

Current Application Name

Valid at server level?
No

Required keys:
Process 1D

Current Engine

Valid at server level?
No

Required keys:
Process 1D

Current Execution Class?

Valid at server level?
No

Required keys:
Process 1D

Current Process State

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Batch 1D?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Batch Text?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Batch Text Byte
Offset?

Valid at server level?
No

Required keys:
Process 1D
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Data item

Required and optional keys

Current Stmt Batch Text
Enabled?

Valid at server level?
Yes

Required keys:

None

Current Stmt Context |D?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt CPU Time?

Valid at server level?
No

Required keys:
Process ID

Current Stmt Elapsed Time?

Valid at server level?
No

Required keys:
Process |ID

Current Stmt Line Number?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Locks Granted
After Wait?

Valid at server level?
No

Required keys:
Process ID

Current Stmt L ocks Granted
Immediately?

Valid at server level?
No

Required keys:
Process ID

Current Stmt L ocks Not
Granted?

Valid at server level?
No

Required keys:
Process ID

Current Stmt Logical Reads

Valid at server level?
No

Required keys:
Process 1D
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Data item

Required and optional keys

Current Stmt Number 2

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Page 1/0°

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Page Writes?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Physical Reads?

Valid at server level?
No

Required keys:
Process 1D

Current Simt Procedure
Database 1D?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Procedure
Database Name?

Valid at server level?
No

Required keys:
Process ID

Current Stmt Procedure ID?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Procedure Name?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Procedure Owner
Name?

Valid at server level?
No

Required keys:
Process 1D
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Data item

Required and optional keys

Current Stmt Procedure Text?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Query Plan Text?

Valid at server level?
No

Required keys:
Process 1D

Current Stmt Start Time?

Valid at server level?
No

Required keys:
Process ID

Current Stmt Text Byte Offset?

Valid at server level?
No

Required keys:
Process |ID

Database ID (KEY)

Database Name!

Valid at server level?
No

Required keys:
Database ID

Deadlock Count

Valid at server level?
Yes

Required keys:

None

Demand Lock

Valid at server level?
No

Required keys:

e Process|D

¢ Database ID

¢ Object ID

e Lock Status

¢ Page Number
Optional keys:

Lock Type
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Data item Required and optional keys

Device Hit Percent Valid at server level?
Yes
Required keys:
None
Optional keys:
Device Name

Device Hits Valid at server level?
Yes
Required keys:
None
Optional keys:
Device Name

Devicel/O Valid at server level?
Yes
Required keys:
None
Optional keys:
Device Name

Device Misses Valid at server level?
Yes
Required keys:
None
Optional keys:
Device Name

Device Name (KEY)

Device Reads Valid at server level?
Yes
Required keys:
None
Optional keys:
Device Name
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Data item

Required and optional keys

Device Writes

Valid at server level?
Yes

Required keys:

None

Optional keys:
Device Name

Elapsed Time

Valid at server level?
Yes

Required keys:

None

Engine Number (KEY)

Host Name

Valid at server level?
No

Required keys:
Process ID

Index Logical Reads

Valid at server level?
Yes

Required keys:
None

Optional keys:

¢ ProcessID

¢ Database ID

¢ Object ID

« Engine Number
« Key combination:
e Procedure Database 1D
e Procedure D
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Data item

Required and optional keys

Index Physical Reads

Valid at server level?
Yes

Required keys:
None

Optional keys:

e Process|D

¢ Database ID

¢ ObjectID

« Engine Number
« Key combination:
e Procedure Database ID
¢ Procedure D

Kernd Process ID?

Valid at server level?
No

Required keys:
Process 1D

Kernel Structures Memory Size

Valid at server level?
Yes

Required keys:

None

Large I/O Denied

Valid at server level?
No

Required keys:
Cache ID

Large I/O Performed

Valid at server level?
No

Required keys:
CacheID

Large I/0 Requested

Valid at server level?
No

Required keys:
CacheID
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Data item

Required and optional keys

Lock Count

Valid at server level?

Yes

Required keys:
None
Optional keys:

Process ID

Lock Type

Lock Result

Lock Results Summarized

Lock Hit Percent

Valid at server level?

Yes
Required keys:
None

Lock Result (KEY)

Lock Results Summarized (KEY)

Lock Status (KEY)

Lock Status Count

Valid at server level?
No

Required keys:
Lock Status

Lock Type (KEY)

Locks Being Blocked Count

Valid at server level?

No
Required keys:

Process ID
Database ID
Object ID
Lock Status
Lock Type
Page Number
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Data item Required and optional keys

Locks Granted After Wait® Valid at server level?

Yes

Required keys:

None

Optional keys:

e ProcessID or

¢ Application Name

¢ Key Combination:
. Database ID
¢ ObjectID

¢ Key Combination:
¢ Procedure Database ID
e Procedure D

Locks Granted Immediately®  Valid at server level?
Yes
Required keys:
None
Optional keys:
e ProcessID or
¢ Application Name
« Key Combination:
e Database ID
¢ ObjectID
¢ Key Combination:
e Procedure Database ID
e Procedure D
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Data item

Required and optional keys

Locks Not Granted®

Valid at server level?
Yes

Required keys:

None

Optional keys:

e ProcessID or

¢ Application Name
¢ Key Combination:
e Database ID

¢ ObjectID

¢ Key Combination:
¢ Procedure Database ID
e Procedure D

Log Contention Percent

Valid at server level?
Yes

Required keys:

None

Logical Page Reads

Valid at server level?

Yes

Required keys:

None

Optional keys:

e Process|D

« Engine Number

« Key combination:
e Database |ID
e Object ID

« Key combination:
e Procedure Database ID
¢ ProcedurelD

Login Name®

Valid at server level?
No

Required keys:
Process ID
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Data item Required and optional keys

Most Active Device I/O Valid at server level?
Yes
Required keys:
None

Most Active Device Name Valid at server level?
Yes
Required keys:
None

Net Bytes Received Valid at server level?
Yes
Required keys:
None

Net Bytes Sent Valid at server level?
Yes
Required keys:
None

Net Default Packet Size Valid at server level?
Yes
Required keys:
None

Net I/O Bytes Valid at server level?
Yes
Required keys:
None

Net Max Packet Size Valid at server level?
Yes
Required keys:
None

Net Packet Size Received Valid at server level?
Yes
Required keys:
None

Net Packet Size Sent Valid at server level?
Yes
Required keys:
None
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Data item

Required and optional keys

Net Packets Received

Valid at server level?
Yes

Required keys:

None

Net Packets Sent

Valid at server level?
Yes

Required keys:

None

Number of Engines

Valid at server level?
Yes

Required keys:

None

Number of Processes?

Valid at server level?
Yes

Required keys:

None

Optional keys:
Application Name

Object ID (KEY)

Object Name!

Valid at server level?
No

Required keys:

¢ Database ID

¢ Object ID

Object Type!

Valid at server level?
No

Required keys:

¢ Database ID

¢ Object ID

Owner Name!

Valid at server level?
No

Required keys:

¢ Database ID

¢ Object ID
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Data item Required and optional keys

Page Cache Size Valid at server level?
Yes
Required keys:
None

Page Hit Percent Valid at server level?

Yes

Required keys:

None

Optional keys:

* Process|D

« Engine Number

« Key combination:
e Database ID
¢ ObjectID

« Key combination:
e Procedure Database ID
e Procedure ID

Pagel/O Valid at server level?

Yes

Required keys:

None

Optional keys:

e Process|D

« Engine Number

« Key combination:
e Database ID
e ObjectID

« Key combination:
e Procedure Database ID
e Procedure D

Page Number(KEY)
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Data item

Required and optional keys

Page Writes

Valid at server level?
Yes

Required keys:
None

Optional keys:

e Process|D

« Engine Number
¢ Key combination:
e Database ID
¢ ObjectID

« Key combination:
¢ Procedure Database ID
e Procedure D

Physical Page Reads

Valid at server level?
Yes

Required keys:
None

Optional keys:

¢ ProcessID

¢ Engine Number
« Key combination:
e Database ID
¢ ObjectID

« Key combination:
e Procedure Database 1D
e Procedure D

Procedure Buffer Size

Valid at server level?
Yes

Required keys:

None

139



Table of valid key and result data item combinations

Data item Required and optional keys

Procedure CPU Time Valid at server level?
No
Required keys:
¢ Procedure Database ID
¢ Procedure ID
Optional keys:
¢ ProcessID
¢ Procedure Stmt Number
« Procedure Line Number

Procedure Database ID (KEY)

Procedure Database Name! Valid at server level?
No
Required keys:
Procedure Database ID

Procedure Elapsed Time Valid at server level?
No
Required keys:
¢ Procedure Database ID
¢ Procedure ID
Optional keys:
* Process|D
¢ Procedure Stmt Number
¢ Procedure Line Number

Procedure Execution Class” Valid at server level?
No
Required keys:
¢ Procedure Database ID
e Procedure ID
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Data item

Required and optional keys

Procedure Execution Count

Valid at server level?

No

Required keys:

¢ Procedure Database 1D
¢ Procedure D

Optional keys:

¢ ProcessID

¢ Procedure Stmt Number
¢ Procedure Line Number

Procedure Header Size

Valid at server level?
Yes

Required keys:

None

Procedure Hit Percent

Valid at server level?
Yes

Required keys:

None

Procedure ID (KEY)

Procedure Line Number (KEY)

Procedure Line Text

Valid at server level?

No

Required keys:

¢ Procedure Database 1D
¢ Procedure D

Procedure Logical Reads

Valid at server level?
Yes

Required keys:

None

Procedure Name!

Valid at server level?

No

Required keys:

¢ Procedure Database ID
¢ Procedure D
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Data item

Required and optional keys

Procedure Owner Name!

Valid at server level?

No

Required keys:

¢ Procedure Database ID
¢ Procedure ID

Procedure Physical Reads

Valid at server level?
Yes

Required keys:

None

Procedure Statement Number

(KEY)

Process ID (KEY)®

Process State (KEY)

Process State Count Valid at server level?
No
Required keys:
Process State

Rows Deleted Valid at server level?
Yes
Required keys:
None

Rows Deleted Deferred Valid at server level?
Yes
Required keys:
None

Rows Deleted Direct

Valid at server level?
Yes

Required keys:

None

Rows Inserted

Valid at server level?
Yes

Required keys:

None
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Data item

Required and optional keys

Rows Inserted Clustered

Valid at server level?
Yes

Required keys:

None

Rows Inserted Heap

Valid at server level?
Yes

Required keys:

None

Rows Updated

Valid at server level?
Yes

Required keys:

None

Rows Updated Deferred

Valid at server level?
Yes

Required keys:

None

Rows Updated Direct

Valid at server level?
Yes

Required keys:

None

Rows Updated Expensive

Valid at server level?
Yes

Required keys:

None

Rows Updated In Place

Valid at server level?
Yes

Required keys:

None

Rows Updated Not In Place

Valid at server level?
Yes

Required keys:

None

Select Statements

Valid at server level?
Yes

Required keys:

None
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Data item

Required and optional keys

Server Structures Size

Valid at server level?
Yes

Required keys:

None

SQL Server Name

Valid at server level?
Yes

Required keys:

None

SQL Server Version

Valid at server level?
Yes

Required keys:

None

Thread Exceeded Max?

Valid at server level?
Yes

Required keys:

None

Thread Exceeded Max Percent?

Valid at server level?
Yes

Required keys:

None

Thread Max Used?

Valid at server level?
Yes

Required keys:

None

Time Waited on Lock

Valid at server level?
No

Required keys:

e Process|D

¢ Database ID

e ObjectID

e Lock Status

« Page Number
Optional keys:

Lock Type
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Data item Required and optional keys

Timestamp Valid at server level?
Yes
Required keys:
None

Timestamp Datim Valid at server level?
Yes
Required keys:
None

Transactions Valid at server level?
Yes
Required keys:
None

1. These dataitems infer names from IDs or statustypes. They are valid in any view
containing the required keys, regardless of the other keysthat might also bein the

view. (For example, Database Nameisvalid in any view containing the key Database
ID; therefore, it would bevalidin aview whose keysare Database | D and Process|D.)

2. These dataitems are available only if you are monitoring Adaptive Server Version
11.5 and later.

3. Process | D and Application Name cannot be used in the same view.

4. In versions earlier than 11.5, Cache Name was a key. Currently, Cache Nameisa
result.A new key, Cache ID, replaces the key Cache Name. For compatibility, Cache

Name remains valid as akey. However, for efficiency and for forward compatibility,
use Cache ID asthe key in new views.

Examples of valid

combinations
Login Name, Process ID, Page I/O
Process ID, CPU Percent
Login Name, Process ID
Deadlock Count, CPU Busy Percent
Transactions, Rows Deleted, Rows Inserted, Rows Updated
Current Engine, Login Name, Process ID
Current Engine, Login Name, Process ID, CPU Percent

Login Name, Process ID, Page I/O, Connect Time
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Examples of invalid combinations
e Current Engine, Process ID, Lock Status Count
Lock Status Count is not available per process.
e Login Name, Blocking Process ID
Need to add the other required key dataitems.
* Net I/O Bytes, Demand Lock

Demand Lock requires keys and Net 1/0 Bytesis not valid with any key
dataitems.

e Current Engine, Login Name, Deadlock Count

Deadlock Count is not compatible with any key dataitems, but keys are
required for Current Engine and Login Name.

Table of valid statistic types for data items

There are six valid statistic types:

e “Vauefor Sample”

*  “Valuefor Session”

e “Ratefor Sample”

+ “Ratefor Session”

e “Avgfor Sample”

 “Avgfor Session”

However, dl six are not valid for all dataitems. Table B-3 shows the statistic
typesthat are valid with each dataitem. In thetable:

e A blank cell indicatesthat the statistic typeisnot valid with that dataitem.

» Thevalid statistic types are indicated by showing the datatype of the
resulting data when that statistic typeis specified:

e long and ENUMS indicate integers
e doubleindicates floating point numbers

e charpindicates character strings
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Table B-3: Data items and their valid statistic types

Statistic Value Value Rate

type for for for Rate for | Avgfor | Avg for
data item sample | session | sample | session | sample | session
Application | charp

Execution

Class

Application | charp

Name

Blocking long

Process 1D

Cache double | double

Efficiency

CacheHit Pct | double | double

Cache Hits long long double | double
Cache ID long

Cache Misses | long long double | double
Cache Name | charp

Cache double | double

Prefetch

Efficiency

Cache Refer | long long double | double
and Reuse

Cache Reuse | long long double | double
Cache Reuse | long long double | double
Dirty

Cache Size double

Cache double | double

Spinlock

Contention

Code long

Memory Size

Connect long long

Time

CPU Busy double | double

Percent

CPU Percent | double | double

CPU Time double | double

CPU Yields | long long double | double
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Statistic

type
data item

Value
for
sample

Value
for
session

Rate
for
sample

Rate for
session

Avg for
sample

Avg for
session

Current
Application
Name

charp

Current
Engine

long

Current
Execution
Class

charp

Current
Process State

ENUMS

Current Stmt
Batch ID

long

Current Stmt
Batch Text

charp

Current Stmt
Batch Text
Byte Offset

long

Current Stmt
Batch Text
Enabled

long

Current Stmt
Context 1D

long

Current Stmt
CPU Time

double

double

Current Stmt
Elapsed Time

double

double

Current Stmt
Line Number

long

Current Stmt
Locks
Granted
Immediately

long

long

double

double

Current Stmt
Locks
Granted
After Wait

long

long

double

double

Current Stmt
Locks Not
Granted

long

long

double

double
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Statistic Value Value Rate
type for for for Rate for | Avgfor | Avg for
data item sample | session | sample | session | sample | session

Current Stmt | long long double | double
Logical
Reads

Current Stmt | long
Number

Current Stmt | long long double | double
Pagel/O

Current Stmt | long long double | double
Page Writes

Current Stmt | long long double | double
Physica
Reads

Current Stmt | long
Procedure
Database 1D

Current Stmt | charp
Procedure
Database
Name

Current Stmt | long
Procedure ID

Current Stmt | charp
Procedure
Name

Current Stmt | charp
Procedure
Owner Name

Current Simt | charp
Procedure
Text

Current Stmt | charp
Query Plan
Text

Current Simt | charp
Start Time

Current Stmt | long
Text Byte
Offset

Database ID | long
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Statistic Value Value Rate

type for for for Rate for | Avgfor | Avg for
dataitem sample | session | sample | session | sample | session
Database charp

Name

Deadlock long long

Count

Demand charp

Lock

Device Hit double | double

Percent

Device Hits | long long double | double
Devicel/O long long double | double
Device long long double | double
Misses

Device Name | charp

Device Reads | long long double | double
Device long long double | double
Writes

Elapsed Time | long long

Engine long

Number

Host Name charp

Index long long double | double
Logical

Reads

Index long long double | double
Physical

Reads

Kernel long

Process ID

Kernel long

Structures

Memory Size

Largel/O long long double | double
Denied

Largel/O long long double | double
Performed

Largel/O long long double | double
Requested

Lock Count | long long double | double
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Statistic Value Value Rate

type for for for Rate for | Avgfor | Avg for
data item sample | session | sample | session | sample | session
Lock Hit double | double

Percent

Lock Result | ENUMS

Lock Results | ENUMS

Summarized

Lock Status | ENUMS

Lock Status | long long double | double
Count

Lock Type ENUMS

LocksBeing | long

Blocked

Count

Locks long long double | double
Granted

After Wait

Locks long long double | double
Granted

Immediately

Locks Not long long double | double
Granted

Log double | double

Contention

Percent

Logical Page | long long double | double
Reads

Login Name | charp

Most Active | long long double | double
Device l/O

Most Active | charp

Device Name

Net Bytes long long double | double
Received

Net Bytes long long double | double
Sent

Net Default | long

Packet Size

Net 1/O Bytes | long long double | double
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Statistic Value Value Rate

type for for for Rate for | Avgfor | Avg for
dataitem sample | session | sample | session | sample | session
Net Max long

Packet Size

Net Packet double | double double | double
Size

Received

Net Packet double | double double | double
Size Sent

Net Packets | long long double | double
Received

Net Packets | long long double | double
Sent

Number of long

Engines

Number of long

Processes

Object ID long

Object Name | charp

Object Type | ENUMS

Owner Name | charp

Page Cache | long

Size

Page Hit double | double

Percent

Page 1/O long long double | double
Page Number | long

Page Writes | long long double | double
Physical long long double | double
Page Reads

Procedure long

Buffer Size

Procedure double | double double | double
CPU Time

Procedure long

Database ID

Procedure charp

Database

Name
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Statistic Value Value Rate

type for for for Rate for | Avgfor | Avg for
data item sample | session | sample | session | sample | session
Procedure double | double double | double
Elapsed Time

Procedure charp

Execution

Class

Procedure long long double | double

Execution

Count

Procedure long

Header Size

Procedure double | double

Hit Percent

ProcedureID | long

Procedure long
Line Number

Procedure charp
Line Text

Procedure long long double | double
Logical
Reads

Procedure charp
Name

Procedure charp
Owner Name

Procedure long long double | double
Physical
Reads

Procedure long
Statement
Number

Process ID long

Process State | ENUMS

Process State | long
Count

Rows long long double | double
Deleted

Rows long long double | double
Deleted
Deferred

153



Table of valid statistic types for data items

154

Statistic

type
data item

Value
for
sample

Value
for
session

Rate
for
sample

Rate for
session

Avg for
sample

Avg for
session

Rows
Deleted
Direct

long

long

double

double

Rows
Inserted

long

long

double

double

Rows
Inserted
Clustered

long

long

double

double

Rows
Inserted

Heap

long

long

double

double

Rows
Updated

long

long

double

double

Rows
Updated
Deferred

long

long

double

double

Rows
Updated
Direct

long

long

double

double

Rows
Updated
Expensive

long

long

double

double

Rows
Updated In
Place

long

long

double

double

Rows
Updated Not
In Place

long

long

double

double

Select
Statements

long

long

double

double

Server
Structures
Size

long

SQL Server
Name

charp

SQL Server
Version

charp

Thread
Exceeded
Max

long

long

double

double
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Statistic Value Value Rate

type for for for Rate for | Avgfor | Avg for
data item sample | session | sample | session | sample | session
Thread double | double

Exceeded

Max Percent

Thread Max | long

Used

TimeWaited | long

on Lock

Timestamp charp

Timestamp datim

Datim

Transactions | long long double | double
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appenDix ¢ Specifications for Defining
Playback Views

This appendix describes rules and considerations for designing playback

views.
Topic Page
Summarization level details 157
Designing playback views 162
Table of dataitem requirements for playback views 165
Additional information about some data items 170

Summarization level details

All playback views in a session play back with the same summarization
level. You define the summarization level of playback using the
summarization_level parameter to the hs_create_playback_session
command. The summarization levels are:

* raw
o actual
o entire

e user-defined intervals
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Raw playback

Actual playback

158

This option plays back data as it was collected, using the same sample
intervals. Choose this option to view raw data as it was recorded. Also, thisis
the only option available for playing back snapshot data, such as current SQL
statement data and per-process status data. See Table C-2 on page 165 for a
definitive list of the snapshot data items. (They are the ones with “N@” in the
“Allowed for Non-raw” column.)

Thisoptionisvalid only when target is client.

Historical Server performs no processing on the data. The time of each
playback sample matches exactly the time on the sample from the input
session. The data is exactly the same asin the input session.

Raw playback includes only those recording session samples that fall entirely
between the playback start_time and end_time. For example, if the playback
session start_timeis 3 p.m., and an input recording session has 10-minute
samples with one starting at 2:55 p.m., the first sample in the playback is the
one that startsat 3:05 p.m.

If playback start_timeislater than the input recording session start time,
cumulative session values are played back as they were collected, with no
adjustments made. For example, if an input recording session started at 1 p.m.,
but the playback start_timeis 3 p.m., the dataitem “Device I/O” “Total for
Session” would reflect the total 1/0 since 1 p.m.

This option plays back data using the same sample intervals as the input
recording sessions. The playback view can use statistic types different from
those in the recorded data, and it can include some estimated and cal cul ated
dataitems not in the original view. It cannot include snapshot data, such as
process or lock status data and current SQL statement data. See Table C-2 on
page 165 for a definitive list of dataitems that can be converted or added to a
playback view.

Choose this option to add or change certain dataitems when summarization is
not required.

Thisoption isvalid only when target is client.
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Entire playback

Historical Server returns samples whose time interval's correspond to those of
samples in the input session(s). However, samples might be truncated to
comply with the start_time or end_time specified, or if overlaps occur across
input sessions.

If the requested playback start or end times fall in the middle of a sample
interval, Historical Server prorates counted values and performs weighted
averages on percentages and rates. The weights are the number of seconds that
each input sample contributes.

For example, if the playback session start_timeis 3 p.m., and an input
recording session has 10-minute samples with one starting at 2:55 p.m., the
first samplein the playback isthe one that started at 2:55 p.m., with al values
prorated 50 percent to reflect half a sample.

If playback start_timeislater than the input recording session start time,
cumulative session values are played back prorated to reflect the partial
session. For example, if an input recording session started at 1 p.m., but the
playback start_timeis 3 p.m., the dataitem “Device /0" “Total for Session”
would be a prorated value for I/O since 3 p.m.

This option plays back datafor all input recording sessions summarized as a
single sample. For example, seven input recording sessions would result in a
single playback sample. The sampleinterval is the timespan between the
reguested playback start_time and end_time.

The playback view can use statistic types different from those in the recorded
data, and it can include some estimated and cal culated data items not in the
original view. It cannot include snapshot data, such as process or lock status
data and current SQL statement data. See Table C-2 on page 165 for a
definitive list of data items that can be converted or added to a playback view.

Choose this option to consolidate recorded data, rolling up details into
overviews of activity over longer time periods.

If the requested playback start or end times fall in the middle of the input
recording session, Historical Server prorates counted values and performs
weighted averages on percentages and rates. The weights are the number of
seconds that each input sample contributes.
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For example, if the playback session start_timeis3 p.m. andtheend timeis6
p.m., and an input recording session started at 1 p.m. and ended at 9 p.m.,
Historical Server calculates dataitem values for the hours between 3 p.m. and
6 p.m. It prorates cumulative (session) counts and uses weighted averages for
cumulative percentages and rates if the start and end times specified for
playback do not match the start and end times of the input session(s).

Playback with user-defined intervals

160

This option plays back data summarized into sample intervals of the specified
length. The parameter value is the sample interval, specified as:

wg
M-S
“H:M:S”
“D H:M:S”

where;

e Sisseconds

e Misminutes

e Hishours

e Disdays

All components are numeric and can be one or two digits. Some examplesare;
"30" (specifies sample intervals of 30 seconds)
"10:0" (specifies sample intervals of 10 minutes)
"8:30:0" (specifies sample intervals of 8 1/2 hours)
"5 0:0:0" (specifies sample intervals of 5 days)

Thefirst sampleinterval startsat start_time, and every sample, except possibly
the last one, has the specified length. If the requested playback start or end
timesfall in the middle of a sample interval in the original recording session,
Historical Server prorates the recorded data values for the playback
sample.The last sample might be shorter, if necessary, to end at the end_time
specified.

Choose this option to summarize datainto any desired granularity. Thistype of
summary can mediate deviations in activity and is useful for observing trends
over time.
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The playback view can use statistic types different from those in the recorded
data, and it can include some estimated and calculated data items not in the
original view. See Table C-2 on page 165 for adefinitivelist of dataitemsthat
can be converted or added to a playback view.

For each sample interval, Historical Server prorates counted values and
performs weighted averages on percentages and rates to align the datawith the
reguested playback sample interval. The weights are the number of seconds
that each input sample contributes.

Summary of summarization intervals

Table C-1 summarizes the playback features offered by each of the
summarization_interval values.

Table C-1: Summarization interval features

Defined
Feature Raw Actual Entire interval
All recorded dataitemsare  Yes No No No
available for playback.
Timestamp allowed in Yes Yes Yes Yes
playback view.
Changed statistic types No Yes Yes Yes
allowed in playback view.
Playback to afile (tocreate  No No Yes Yes

a summarized recording

session) allowed.

Calculated or estimated No Yes Yes Yes
dataitemsnot ininput view

allowed in playback view.

Session (cumulative) data  No Yes Yes Yes
prorated when playback

startsin the middle of an

input session.

Sample dataprorated when No —the Yes Yes Yes
playback startsin the sampleis

middle of an input sample.  omitted

Summarization. No No Yes Yes
Standardized sample No No No Yes
intervals, with appropriate

data adjustments.
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Designing playback views

This section describes the following topics:

* Rulesfor specifying input sessions

» Relationship of input views to playback views

* Rulesfor defining raw playback views

* Rulesfor defining non-raw playback views

* Using “Timestamp”, “ Timestamp Datim”, and “Elapsed Time”
» Using Process ID

» Using Procedure Elapsed Time and Procedure CPU Time

Rules for specifying input sessions

When you are using multiple input sessions to create a playback session to a
file, no time gaps are allowed in input sessions. That is, when target isfile, no
gaps can exist between an input session’s end time and the next input session’s
start time.

For example, if you collected datafrom 9 am. to 5 p.m. every day from
Monday through Friday, you could not play back those five recording sessions
to create a new, summarized, weekly session. However, if you eliminate the
time gaps by collecting data from 9 am. to 9 am. every day from Monday
through Friday, you could usethe playback featureto create anew, summarized
weekly session. Another way to eliminate thetime gapsisto keep the9 am. to
5 p.m. recording session, but add another set of recording sessions scheduled
from 5 p.m. to 9 am. Use alonger sample interval for the off hours to reduce
the volume of data collected.

Relationship of input views to playback views
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Usethe hs_create_playback_session command to create a playback session.
Then use one or more hs_create_playback_view commands to add viewsto the
playback session. A playback session must contain at least one view. It can
contain more than one view.



APPENDIX C Specifications for Defining Playback Views

Inthehs_create_playback_session command, you specify theinput session1Ds
that you want to include in the playback. The input views are the views that
were defined for the input recording sessions. A playback view defines which
dataitems in the corresponding input view you want to play back.

Playback views are derived from the input views. The name of aplayback view
must match the name of aview in the input session(s). In the case of multiple
input sessions, the view must exist in all of the input sessions, and the view
definitionsin all of theinput sessions must contain exactly the same list of data
items and the same list of filters.

Rules for defining views

Therulesfor defining playback views are different depending on whether the
summarization_interval defined for the playback session israw or non-raw.

Rules for defining raw playback views
When the summarization_interval for the playback session is raw:

e All key dataitemsintheinput view must beincluded in the playback view.
The column labeled “Key” in Table C-2 indicates which dataitems are
keys. The only valid statistic type for akey is“Value for Sample.”

e Theresult dataitemsin the input view are optional in the playback view.

e Thestatistictypesfor al dataitemsin the playback view must be the same
as those used for the input view.

e Any playback view can include these data items:

“Timestamp” “Value for Sample’
“Timestamp Datim” “Value for Sample”
“Elapsed Time” “Value for Sample”
“Elapsed Time” “Value for Session”

If youwant to play back all dataitemsintheinput view and do not need to add
Timestamp, use the hs_create_playback_view command without the
data_item name n and data item stat_n parameters. The default when you
omit these parametersisto define the playback view using all of the dataitems
from the input view of the same name.
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Designing playback views

Rules for defining non-raw playback views
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When summarization_interval is entire, actual, or asummary interval:

All key dataitemsin theinput view must beincluded in the playback view.
The column labeled “Key” in Table C-2 indicates which dataitems are
keys. The only valid statistic type for keysis“Vaue for Sample”.

Any playback view can include these data items:

“Timestamp” “Value for Sample”
“Timestamp Datim” “Value for Sample”
“Elapsed Time” “Value for Sample”
“Elapsed Time” “Value for Session”

The column labeled “Valid for Non-raw?’ in Table C-2 indicates which
result dataitems are allowed in a non-raw playback view. The column
labeled “Conditions for Inclusion” represents conditions under which the
dataitem is allowed.

If the“ Conditionsfor Inclusion” columnindicates“Full”, thefull range of
statistic types valid for that dataitem is available to the playback view,
regardless of the statistic type used in the input view. Use Table B-3 on
page 147 to determine valid statistic types for each dataitem.

If the“ Conditions for Inclusion” column indicates* Estimated”, then both
of the following conditions must be true if you want to include the data
item in the playback view:

* Thedtatistic type for the dataitem must be “Value for Sample” in the
input view
and

»  The playback session must be defined to allow estimations. (In the

hs_create_playback_session command, the allow_estimation
parameter must be allow.)

The full range of statistic types valid for the dataitem is available for the
playback view, regardless of the statistic type used in the input view.

If the“ Conditionsfor Inclusion” column indicates* Calculated”, then one
of the following conditions must be true if you want to include the data
item in the playback view:

* Thedataitemslisted in thecolumnlabeled “ Other Dataltems Needed
for Calculation” exist in the input view. If thisistrue, Historical
Server calculates values during playback.

or
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e |fthedataitemsrequired for calculation do not exist intheinput view,
Historical Server can estimate values during playback. For thisto
happen, the conditions for estimating, described previously, must be
true.

Thefull range of statistic types valid for the dataitem is avail able for the
playback view, regardless of the statistic type used in the input view.

Table of data item requirements for playback views

Table C-2 describes the requirements for including dataitemsin a playback
view. Read the previous section for explanations of the columns.

Table C-2: Data item requirements for playback views

Data item (keys in an input view are  Valid for Conditions for
required in a playback view) non-raw? inclusion
Application Execution Class Valid Value for Sample
Application Name (KEY)
Blocking Process ID No
Cache Efficiency valid Estimated
Cache Hit Pct valid Calculated from:

¢ CacheHits

¢ Cache Misses
Cache Hits valid Full
Cache ID (KEY)!
Cache Misses valid Full
Cache Name! valid Value for Sample
Cache Prefetch Efficiency valid Estimated
Cache Refer And Reuse valid Full
Cache Reuse valid Full
Cache Reuse Dirty Valid Full
Cache Size valid Vaue for Sample
Cache Spinlock Contention valid Estimated
Code Memory Size Valid Value for Sample
Connect Time valid Full
CPU Busy Percent Valid Estimated
CPU Percent Valid Estimated
CPU Time valid Full
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Data item (keys in an input view are  Valid for Conditions for
required in a playback view) non-raw? inclusion
CPU Yidds

Current Application Name

Current Engine No

Current Execution Class No

Current Process State No

Current Stmt Batch 1D No

Current Stmt Batch Text No

Current Stmt Batch Text Byte Offset No

Current Stmt Batch Text Enabled No

Current Stmt Cache Reads No

Current Stmt Context 1D No

Current Stmt CPU Time No

Current Stmt Elapsed Time No

Current Stmt Line Number No

Current Stmt Locks Granted Immediately No

Current Stmt Locks Granted After Wait No

Current Stmt Locks Not Granted No

Current Stmt Max Text Config Size No

Current Stmt Max Text Default Size No

Current Stmt Max Text Run Size No

Current Stmt Number No

Current Stmt Page 1/0 No

Current Stmt Page Writes No

Current Stmt Physical Reads No

Current Stmt Procedure Database 1D No

Current Stmt Procedure Database Name No

Current Stmt Procedure ID No

Current Stmt Procedure Name No

Current Stmt Procedure Owner Name No

Current Stmt Procedure Text No

Current Stmt Query Plan Text No

Current Stmt Start Time No

Current Stmt Text Byte Offset No

Database ID (KEY) Valid

Database Name Valid Vaue for Sample
Deadlock Count Valid Full



APPENDIX C Specifications for Defining Playback Views

Data item (keys in an input view are  Valid for Conditions for
required in a playback view) non-raw? inclusion
Demand Lock No
Device Hit Percent Valid Calculated from:

» Device Hits

* Device Misses
Device Hits Valid Full
Devicel/O Valid Full
Device Misses valid Full
Device Name (KEY) Valid Value for Sample
Device Reads Valid Full
Device Writes Valid Full
Elapsed Time? valid Full
Engine Number (KEY) Valid Value for Sample
Host Name No
Index Logical Reads Valid Full
Index Physical Reads Valid Full
Kernel Process ID (KEY) Valid Value for Sample
Kernel Structures Memory Size valid Value for Sample
Large I/0 Denied Valid Full
Large I/O Performed valid Full
Large I/0O Requested Valid Full
Lock Count Valid Full
Lock Hit Percent Valid Estimated
Lock Result (KEY) Valid Value for Sample
Lock Results Summarized (KEY) Valid Value for Sample
Lock Status (KEY) Valid Value for Sample
Lock Status Count No
Lock Type (KEY) Valid Value for Sample
Locks Being Blocked Count No
Locks Granted Immediately Valid Full
Locks Granted After Wait Valid Full
Locks Not Granted Valid Full
Log Contention Percent Valid Estimated
Logical Page Reads Valid Full
Login Name Valid Value for Sample
Most Active Device I/O No
Most Active Device Name No
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Data item (keys in an input view are  Valid for Conditions for

required in a playback view) non-raw? inclusion

Net Bytes Received Valid Full

Net Bytes Sent Valid Full

Net Default Packet Size valid Value for Sample

Net I/O Bytes Valid Full

Net Max Packet Size valid Value for Sample

Net Packet Size Received Valid Calculated from:
¢ Net Packets

Received
* Net Bytes
Received

Net Packet Size Sent Valid Calculated from:
¢ Net Packets Sent
« Net Bytes Sent

Net Packets Received Valid Full

Net Packets Sent Valid Full

Number of Engines valid Value for Sample

Number of Processes Vaid Estimated

Object ID (KEY) valid Value for Sample

Object Name Valid Value for Sample

Object Type valid Value for Sample

Owner Name Valid Value for Sample

Page Cache Size Valid Value for Sample

Page Hit Percent Valid Calculated from:
¢ Logica Reads
¢ Physica Reads

Page I/0 Valid Full

Page Number (KEY) valid Value for Sample

Page Writes valid Full

Physical Page Reads valid Full

Procedure Buffer Size Valid Value for Sample

Procedure CPU Time

Procedure Database ID (KEY) valid Value for Sample

Procedure Database Name valid Full



APPENDIX C Specifications for Defining Playback Views

Data item (keys in an input view are  Valid for Conditions for

required in a playback view) non-raw? inclusion

Procedure Elapsed Time Valid Requires: Procedure
Execution Count
See"“Using Procedure
Elapsed Time and
ProcedureCPU Time”
on page 171

Procedure Execution Class No

Procedure Execution Count Valid Full

Procedure Header Size Valid Value for Sample

Procedure Hit Percent Valid Calculated from:
* Procedure Logical

Reads
 Procedure Physical
Reads

Procedure ID (KEY) Valid Value for Sample

Procedure Line Number (KEY) Valid Value for Sample

Procedure Line Text Valid Value for Sample

Procedure Logical Reads Valid Full

Procedure Name Valid Value for Sample

Procedure Owner Name valid Value for Sample

Procedure Physical Reads Valid Full

Procedure Statement Number (KEY) Valid Value for Sample

Process ID (KEY) Valid Value for Sample

Process State (KEY) Valid Value for Sample

Process State Count No

Rows Deleted valid Full

Rows Deleted Deferred Valid Full

Rows Deleted Direct Valid Full

Rows | nserted valid Full

Rows Inserted Clustered valid Full

Rows Inserted Heap Valid Full

Rows Updated Valid Full

Rows Updated Deferred valid Full

Rows Updated Direct valid Full

Rows Updated Expensively valid Full

Rows Updated In Place Valid Full

Rows Updated Not In Place Valid Full
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Additional information about some data items

Data item (keys in an input view are  Valid for Conditions for
required in a playback view) non-raw? inclusion
Select Statements Valid Full

Server Structures Size Valid Value for Sample
SQL Server Name Valid Vaue for Sample
SQL Server Version Valid Vaue for Sample
Thread Exceeded Max valid Full

Thread Exceeded Max Percent Vaid Full

Thread Max Used No

Time Waited on Lock No

Timestamp?® valid Value for Sample
Timestamp Datim? valid Value for Sample
Transactions Vaid Full

1. In versions earlier than 11.5, Cache Name was a key. Currently, Cache Nameisa
result. A new key, Cache D, replaces the key Cache Name. For compatibility, Cache
Name remains valid as a key. However, for efficiency and for forward compatibiltiy,
use Cache ID asthe key in new views.

2. These data items can be included in any playback view even if not present in the
input view.

Additional information about some data items

This section provides additional information about using some dataitemsin
views.

Using “Timestamp”, “Timestamp Datim”, and “Elapsed Time”

170

The following data items can always be included in a playback view, even if
they were not in the input view:

“Timestamp” “Value for Sample”
“Timestamp Datim” “Value for Sample”
“Elapsed Time” “Vaue for Sample”
“Elapsed Time” “Value for Session”
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Using Process ID

You can create a playback view consisting only of one or more of these time-
related data items. To do this, you need avalid view name from the input
session, which means that there must be some view in the input session(s) that
you do not intend to play back.

When summarization_level israw, “ Timestamp” and “ Timestamp Datim”
values are the same as those in the original datafile, which isthetime as
reported by Adaptive Server when the recording was originally made. When
summarization_level is actual, entire, or a user-defined interval, “ Timestamp”
and “Timestamp Datim” values reflect the time zone on the Historical Server
system where the summarization was made.

When aserver processterminates, Adaptive Server can reuseits Process|D for
anew process. Therefore, the Process |ID dataitem is not guaranteed to
uniquely identify a process. The Kernel Process ID data item, however,
uniquely identifies a process.

To create anon-raw playback view that shows per-process data, the input view
and the playback view must include both the Process I D and Kernel Process|D
dataitems. If playback israw, using only Process ID is allowed.

Views that include Process ID return rows as follows:
* Recording session views and raw playback views.

These views return arow only for process IDsthat exist at the end of a
sample interval. If a server process terminates in the middle of asample
interval, arow is not returned for its process ID.

*  Playback views when the session’s summarization_level parameter is
actual, entire, or user-defined intervals.

These views return rows for all server processes included in any of the
input views. However, since the Process IDs are not guaranteed to be
unique, the Kernel Process ID dataitem must also be included to ensure
uniqueness of the key. Otherwise, the view could erroneously summarize
two different processes.

Using Procedure Elapsed Time and Procedure CPU Time

This section discusses how to use the data items that can have the “Avg for
Sample” and “Avg for Session” statistic types. The dataitems are:

e Procedure Elapsed Time
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*  Procedure CPU Time

If the playback view uses these data item names with the “ Value for Sample”
or “Value for Session” statistic types, the input view must have the same
statistic type.

If the playback view uses these dataitem names with the “ Avg for Sample” or
“Avg for Session” statistic types:

e Thereturned value is calculated if the input view includes the additional
dataitem Procedure Execution Count.

e Thereturned value is estimated if all of the following are true:
»  Procedure Execution Count does not exist in the input view, and

»  Procedure Elapsed Timeexistsin theinput view with the statistic type
“Avg for Sample’, and

»  The playback session allows estimations. That is, in the
hs_create_playback_session command, the allow_estimation
parameter was set to allow.
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Examples of Recording
Session Views

The appendix contains examples of valid views for Historical Server.
These views also appear in the views file that was installed in the
sample/histserver subdirectory under the installation directory.

You may find that some of these views collect exactly theinformation you
need, while others can serve as templates for building the views that you
need.

Some of the sampl e viewsdiffer from oneanother only inthetimeinterval
over which the datais accumulated (either duration of the recording
session, or just the most recent sample interval). Other views contain
similar dataitems but in different orders. The order in which dataitems
appear in aview is significant because the data is sorted according to the
key fields. Thefirst key field that appearsin aview’sdefinition actsasthe
primary sort key, the second key field isthe secondary sort key, and so on.

Do not usetheviewsfiledirectly asinput toisql, for thefollowing reasons:

e Itisunlikely that you would want to define all of the views contained
in thisfile for asingle recording session.

e Thefile contains comment lines intermingled with lines that contain
the actual text of the view definitions. Historical Server does not
understand comment lines. Asyou cut and paste the view definitions,
discard the comment lines.

Cache performance summary

This view represents the overall effectiveness of Adaptive Server caches
during the most recent sample interval. It shows the percentage of data
page reads that are satisfied from the Adaptive Server data caches, aswell
as the percentage of requests for procedure executions that are satisfied
from the Adaptive Server procedure cache.
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Database object lock status

hs create view cache perf sum,
"Page Hit Percent", "Value for Sample",
"Procedure Hit Percent", "Value for Sample"

Database object lock status

This view shows the status of locks on database objects that are held or being
requested by Adaptive Server processes, as of the end of the most recent

sampleinterval. Each lock isidentified by the name and ID of the object being
locked, the name and I D of the database that containsthat object, and the page

number to which the lock applies (if it is a page lock).

Each Adaptive Server process associated with the lock isalso identified by its
login name, Process D, and Kernel Process ID. The type of lock is presented,
together with the current status of the lock and an indication of whether or not
thisisademand lock. If thelock is being requested by the process, the amount
of time that this process waited to acquire the lock and the Process ID of the
process that already holds the lock are shown. If, instead, the process already
holds the lock, the count of other processes waiting to acquire that lock is

shown.
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hs_create_view object_ lock_ status,
"Database ID", "Value for Sample",
"Database Name", "Value for Sample",
"Object ID", "Value for Sample",

"Object Name", "Value for Sample",

"Page Number", "Value for Sample",

"Login Name", "Value for Sample",

"Process ID", "Value for Sample",

"Kernel Process ID", "Value for Sample",
"Lock Type", "Value for Sample",

"Lock Status", "Value for Sample",

"Demand Lock", "Value for Sample",

"Time Waited on Lock","Value for Sample",
"Blocking Process ID", "Value for Sample",
"Locks Being Blocked Count", "Value for Sample"
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Database object page I/O

This view shows objects in the Adaptive Server databases and the page 1/0s
associated with them. It showsthe Adaptive Server database name and ID and
the object names and I Ds within each database. This view shows for each
object the associated logical page reads, physical page reads, and page writes
for both the most recent sampleinterval and for the recording session.

hs create view object page io,
"Database ID", "Value for Sample",
"Database Name", "Value for Sample",
"Object ID", "Value for Sample",
"Object Name", "Value for Sample",

"Logical Page Reads",
"Physical Page Reads",
"Page Writes", "Value
"Logical Page Reads",
"Physical Page Reads",

"Value for Sample",
"Value for Sample",

for Sample",

"Value for Session",
"Value for Session",

"Page Writes", "Value for Session"

Data cache activity for individual caches

Thisview isavailableonly for SQL Server version 11.0.x and Adaptive Server
version 11.5 and later. It contains information about the performance of
individual data caches.

For each named cache configured in the Adaptive Server, and also for the
default data cache, this view collects the cache’'s name and the percentage of
page reads for objects bound to the cache that were satisfied from the cache
since the start of the recording session.

This view also presents ameasure of the efficiency of the cache’s space
utilization, and the percentage of times when an attempt to acquire the cache's
spinlock was forced to wait, since the start of the session. The actual number
of cache hits and misses for the session are also collected.

hs create view data cache sum,

"Cache Name", "Value for Sample",

"Cache Hit Pct", "Value for Session",

"Cache Efficiency", "Value for Session",

"Cache Spinlock Contention", "Value for Session",
"Cache Hits", "Value for Session",

"Cache Misses", "Value for Session"
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Data cache statistics for recording session

Data cache statistics for recording session

This view represents the overall effectiveness of the combined data caches of
the Adaptive Server since the start of the recording session. It showsthe
percentage of requests for page reads that were satisfied from cache for the
recording session.

The view also shows the number and rate of logical page reads, physical page
reads, and page writes for the recording session.

hs create view session page cache stats,

"Page Hit Percent", "Value for Session",
"Logical Page Reads", "Value for Session",
"Logical Page Reads", "Rate for Session",
"Physical Page Reads", "Value for Session",
"Physical Page Reads", "Rate for Session",
"Page Writes", "Value for Session",

"Page Writes", "Rate for Session"

Data cache statistics for sample interval

This view represents the overall effectiveness of the combined data caches of
the Adaptive Server for the most recent sampleinterval. It showsthe
percentage of requests for page reads that were satisfied from cache for the
most recent sampleinterval.

The view also shows the number and rate of logical page reads, physical page
reads, and page writes for the most recent sampleinterval.

hs_create_view sample page cache stats,

"Page Hit Percent", "Value for Sample",
"Logical Page Reads", "Value for Sample",
"Logical Page Reads", "Rate for Sample",
"Physical Page Reads", "Value for Sample",
"Physical Page Reads", "Rate for Sample",
"Page Writes", "Value for Sample",

"Page Writes", "Rate for Sample"
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Device I/O for recording session

Thisview representsthe 1/0 activity that occurred on Adaptive Server database
devices since the start of the recording session. It identifies each device by
name. Device I/O levels are presented in two ways:. as counts of total device
1/Os, reads and writes since the start of the session, and also as overall rates of
total 1/0s, reads and writes per second since the session began.

hs create view session device io,

"Device
"Device
"Device
"Device
"Device
"Device
"Device

Name", "Value for Sample",
Reads", "Value for Session",
Writes", "Value for Session",
I/0", "Value for Session",
Reads", "Rate for Session",
Writes", "Rate for Session",
I/O", "Rate for Session"

Device I/O for sample interval

This view represents the 1/0 activity that occurred on the Adaptive Server
database devices during the most recent sampleinterval. It identifies each
deviceby name. Devicel/O |levelsare presented in two ways: as counts of total
device |/Os, reads and writes during the most recent sample interval, and also
asrates of total 1/0s, reads and writes per second during the sample interval.

hs create_view sample_device_ io,

"Device
"Device
"Device
"Device
"Device
"Device
"Device

Name", "Value for Sample",
I/0", "Value for Sample",
Reads", "Value for Sample",
Writes", "Value for Sample",
I/0", "Rate for Sample",
Reads", "Rate for Sample",
Writes", "Rate for Sample"
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Device I/O performance summary

Device I/O performance summary

Thisview represents reads and writes to database devices by Adaptive Server,
accumulated from the start of the recording session. It showsthe overall rate of
reads and writesto database devices since the start of the session, aswell asthe

most active database devicefor that time period and the rate of reads and writes
to the most active device.

hs create view device perf sum,

"Device I/0", "Rate for Session",
"Most Active Device Name", "Value for Session",
"Most Active Device I/0", "Rate for Session"

Engine activity

This view shows the level of activity for each active Adaptive Server engine
during the most recent sample interval. For each engine, the percentage of the
sample interval, when that engine used the CPU, is presented.

Also shown are the number of logical page reads, physical pagereads, and page
writes that were generated by that engine during the sample interval.

hs create view engine activity,

"Engine Number", "Value for Sample",

"CPU Busy Percent", "Value for Sample",
"Logical Page Reads", "Value for Sample",
"Physical Page Reads", "Value for Sample",
"Page Writes", "Value for Sample"

Lock performance summary
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This view represents the total number of locks of each type requested and
granted during the most recent sampleinterval.

hs create view lock perf sum,

"Lock Type", "Value for Sample",
"Lock Results Summarized", "Value for Sample",
"Lock Count", "Value for Sample"
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Network activity for recording session

This view represents the network activity over al of the Adaptive Server
network connections since the start of the recording session. It shows the
default packet size, the maximum packet size, and both average packet sizes
sent and received since the start of the session. The view shows the number of
packets sent, the number of packets received, and the rate at which packets
were sent and received. It also shows the number of bytes sent and the number
of bytesreceived and the rate at which bytes were sent and received.

hs create view session network activity,

"Net Default Packet Size", "Value for Sample",
"Net Max Packet Size", "Value for Sample",
"Net Packet Size Sent", "Value for Session",
"Net Packet Size Received", "Value for Session",
"Net Packets Sent", "Value for Session",

"Net Packets Received", "Value for Session",
"Net Packets Sent", "Rate for Session",

"Net Packets Received", "Rate for Session",
"Net Bytes Sent", "Value for Session",

"Net Bytes Received", "Value for Session",
"Net Bytes Sent", "Rate for Session",

"Net Bytes Received", "Rate for Session"

Network activity for sample interval

This view represents the network activity over al of the Adaptive Server
network connections during the most recent sampleinterval. It shows the
default packet size, the maximum packet size, and both average packet sizes
sent and received for the sample interval. The view shows the number of
packets sent, the number of packets received, and the rate at which packets
were sent and received. It also shows the number of bytes sent and the number
of bytesreceived and the rate at which bytes were sent and received.

hs create_view sample network activity,

"Net Default Packet Size", "Value for Sample",
"Net Max Packet Size", "Value for Sample",

"Net Packet Size Sent", "Value for Sample",
"Net Packet Size Received", "Value for Sample",
"Net Packets Sent", "Value for Sample",

"Net Packets Received", "Value for Sample",
"Net Packets Sent", "Rate for Sample",
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Network performance summary

"Net
"Net
"Net
"Net
"Net

Packets Received", "Rate for Sample",
Bytes Sent", "Value for Sample",
Bytes Received", "Value for Sample",
Bytes Sent", "Rate for Sample",

Bytes Received", "Rate for Sample"

Network performance summary

This view represents the rate of Adaptive Server activity over all its network
connections during the most recent sample interval. It shows the number of
bytes per second that were received by and sent by the Adaptive Server during
theinterval.

Page I/O
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hs create view network perf sum,
"Net Bytes Received", "Rate for Sample",
"Net Bytes Sent", "Rate for Sample"

This view enables you to determine which tables experienced the highest
number of page reads over the duration of the recording session. It also allows
you to track activity against tables at different times of day because page reads
are also accumulated on aper-samplebasis. You can set the sampleinterval for
the recording session to whatever granularity is most useful for establishing
activity trends at different times of day.

You may want to accumulate only total page reads for the entire recording
session. In that case, you can set the sampleinterval to nearly the length of the
recording session, and drop “Logical Page Reads’, “Value for Sample”’ from

the view.

hs_create_view page_ios,

"Database ID", "Value for Sample",
"Database Name", "Value for Sample",
"Object ID", "Rate for Sample",

"Logical Page Reads", "Value for Sample",
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"Logical Page Reads", "Rate for Session"

Note The count of the page I/Os collected by this view for a given database
tableincludes 1/Os against indexes on the table, in addition to those performed
againgt the data pages of the table itself.

Procedure cache statistics for recording session

This view represents the effectiveness of the procedure cache of the Adaptive
Server since the start of the recording session. It shows the percentage of
reguests for stored procedure executions that were satisfied by the procedure
cache.

The view also shows the number of logical reads and physical reads of stored
procedures since the start of the session, and the overall rate of logical and
physical reads of stored procedures since the start of the session.

hs create_view session procedure_ cache_stats,

"Procedure Hit Percent", "Value for Session",
"Procedure Logical Reads", "Value for Session",
"Procedure Logical Reads", "Rate for Session",
"Procedure Physical Reads", "Value forSession",
"Procedure Physical Reads", "Rate for Session"

Procedure cache statistics for sample interval

This view represents the effectiveness of the procedure cache of the Adaptive
Server for the most recent sampleinterval. It shows the percentage of requests
for stored procedure executions that were satisfied by the procedure cache for
the most recent sample interval.

The view also shows the number of logical reads and physical reads of stored
procedures during the most recent sample interval, and the rate of logical and
physical reads of stored procedures for the most recent sample interval.

hs create_view sample_ procedure_cache stats,
"Procedure Hit Percent", "Value for Sample",
"Procedure Logical Reads", "Value for Sample",
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Procedure page I/O

"Procedure Logical Reads", "Rate for Sample",
"Procedure Physical Reads", "Value for Sample",
"Procedure Physical Reads", "Rate for Sample"

Procedure page I/O

This view represents page 1/Os that occurred while running stored procedures
during the most recent sample interval. For each stored procedure that
generated page 1/0Os during the sampleinterval, it shows the stored procedure
name and ID, together with the name and ID of the database that contains the
procedure. If page 1/Os were produced when no stored procedure was active,
those I/Os are associated with procedure ID and database ID values of zero.

This view also shows, on a per stored procedure level, the total page 1/Os, the
percentage of page 1/0 requests that could be satisfied by the Adaptive Server
data caches, and the number of logical page reads, physical page reads, and
page writes generated while executing the stored procedures during the most
recent sample interval.

hs_create_view procedure_page cache io,

"Procedure Database Name", "Value for

Sample", "Procedure Database ID", "Value for

Sample", "Procedure Name", "Value for Sample", "Procedure
ID", "Value for Sample","Page I/0O", "Value for
Sample", "Page Hit Percent", "Value for Sample", "Logical
Page Reads", "Value for Sample","Physical Page Reads",
"Value for Sample", "Page Writes", "Value for Sample"

Process activity
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This view shows the CPU utilization, page I/Os, and current process state for
all processesin the Adaptive Server.

For the most recent sample interval, the login name, Process ID and Kernel
Process ID are given for each process, together with its current process state.

The view also presents each process's connect time, total page 1/0Os and CPU
utilization time, accumulated since the start of the recording session.

hs create view process activity,
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"Login Name", "Value for Sample",

"Process ID", "Value for Sample",

"Kernel Process ID", "Value for Sample",
"Connect Time", "Value for Session",

"Page I/O", "Value for Session",

"CPU Time", "Value for Session",

"Current Process State", "Value for Sample"

Process database object page I/O

Thisview representsthe page 1/Os by database object for each Adaptive Server
process. It shows the login name, Process ID, and Kernel Process ID for each
process that had page 1/0s during the most recent sample interval.

For each such process and for each database object it accessed, the view also
shows the object name, object 1D, and the object’s database name and ID, plus
the page 1/0s associated the object.

The view also shows the total page 1/0s, the percentage of page I/0O requests
that could be satisfied by the Adaptive Server cache, and the number of logical
page reads, physical page reads, and page writes for the most recent sample
interval.

hs create view process object page io,

"Login Name", "Value for Sample",
"Process ID", "Value for Sample",

"Kernel Process ID", "Value for Sample",
"Database Name", "Value for Sample",
"Database ID", "Value for Sample",
"Object Name", "Value for Sample",
"Object ID", "Value for Sample',

"Object Type", "Value for Sample",

"Page I/O", "Value for Sample",

"Page Hit Percent", "Value for Sample",
"Logical Page Reads", "Value for Sample",
"Physical Page Reads", "Value for Sample",
"Page Writes", "Value for Sample"
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Process detail for locks

Process detail for locks

This view shows the status of locks held by or being requested by Adaptive
Server processes as of the end of the most recent sample interval. Each lock is
identified by the login name, Process ID, and Kernel Process ID of the
Adaptive Server process associated with the lock, as well asthe name and ID
of the object being locked, the name and 1D of the database that contains that
object, and the page number to which thelock applies (if itisapagelock). The
current status of each lock is presented, asis an indication of whether or not
thisisademand lock. If thelock is being requested by the process, the amount
of time that this process waited to acquire the lock and the Process ID of the
process that already holds the lock are shown. If instead the process aready
holds the lock, the count of other processes waiting to acquire that lock is
shown.

hs create view process detail locks,

"Login Name", "Value for Sample",

"Process ID", "Value for Sample",

"Kernel Process ID", "Value for Sample",
"Database Name", "Value for Sample",
"Database ID", "Value for Sample",

"Object Name", "Value for Sample",

"Object ID", "Value for Sample",

"Page Number", "Value for Sample",

"Lock Status", "Value for Sample",

"Demand Lock", "Value for Sample",

"Time Waited on Lock", "Value for Sample",
"Blocking Process ID", "Value for Sample",
"Locks Being Blocked Count", "Value for Sample"

Process detail page I/O
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This view represents the page |/Os for each Adaptive Server processin detail .
Thelogin name, Process ID, Kernel Process ID, current process state and
current engine are shown for each Adaptive Server process as of the end of the
most recent sampleinterval. The view shows the percentage of page I/0
requeststhat could be satisfied by the Adaptive Server datacaches, bothfor the
sampleinterval and since the start of the session.

Thisview also presents the number of logical page reads, physical page reads,
and page writes accumulated since the start of the recording session.
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hs create view process detail io,

"Login Name", "Value for Sample",

"Process ID", "Value for Sample",

"Kernel Process ID", "Value for Sample",
"Current Process State", "Value for Sample",
"Current Engine", "Value for Sample",
"Connect Time", "Value for Session",

"CPU Time", "Value for Session",

"Page Hit Percent", "Value for Sample",
"Page Hit Percent", "Value for Session",
"Logical Page Reads", "Value for Session",
"Physical Page Reads", "Value for Session",
"Page Writes", "Value for Session"

Process locks

This view shows the count of lock requests for every process in the Adaptive
Server that generated lock requests during the most recent sampleinterval.

hs create view process lock,

"Login Name", "Value for Sample",
"Process ID", "Value for Sample",
"Kernel Process ID", "Value for Sample",
"Lock Count", "Value for Sample"

Process page I/O

This view represents the page |/Os summarized on a per Adaptive Server
process level for the most recent sample. It showsthe login name, Process|D,
and Kernel Process ID for each processin the Adaptive Server that generated
page I/Os during the interval.

Thisview also shows, on aper processlevel, thetotal pagel/Os, the percentage
of page /O requeststhat could be satisfied by the Adaptive Server data caches,
and the number of logical page reads, physical page reads, and writes for the
most recent sampleinterval.

hs create view process page io,
"Login Name", "Value for Sample",
"Process ID", "Value for Sample",
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Process state summary

"Kernel Process ID", "Value for Sample",
"Page I/O", "Value for Sample",

"Page Hit Percent", "Value for Sample",
"Logical Page Reads", "Value for Sample",
"Physical Page Reads", "Value for Sample",
"Page Writes", "Value for Sample"

Process state summary

Thisview showsthe number of processesthat werein each process state at the
end of the most recent sample interval.

hs create view process perf sum,
"Process State", "Value for Sample",
"Process State Count", "Value for Sample"

Process stored procedure page I/O
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Thisview representsthe page I/Os associated with stored procedure executions
by Adaptive Server processes. It showsthelogin name, Process|D, and Kernel
Process ID for each process that generated page 1/0Os during the sample
interval. For each process and stored procedure that generated page 1/Os, it
shows the name and ID of the database that contains the stored procedure, as
well as the name and ID of the procedure itself.

The view also shows the total page 1/Os, the percentage of page 1/0 requests
that could be satisfied from data caches, and the number of logical page reads,
physical page reads, and page writes for the most recent sample interval.

hs create view process procedure page io,
"Login Name", "Value for Sample",

"Process ID", "Value for Sample",

"Kernel Process ID", "Value for Sample",
"Procedure Database Name", "Value for Sample",
"Procedure Database ID", "Value for Sample",
"Procedure Name", "Value for Sample",
"Procedure ID", "Value for Sample",

"Page I/O", "Value for Sample",

"Page Hit Percent", "Value for Sample",
"Logical Page Reads", "Value for Sample",
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"Physical Page Reads", "Value for Sample",
"Page Writes", "Value for Sample"

Server performance summary

This view represents overall Adaptive Server performance. It shows the
number of lock requests per second, the percentage of the sampleinterval when
the Adaptive Server was busy, the number of transactions processed per
second, and the number of times the Adaptive Server detected a deadlock
during the most recent sample interval.

hs create_view server perf sum,

"Lock Count", "Rate for Sample",

"CPU Busy Percent", "Value for Sample",
"Transactions", "Rate for Sample",
"Deadlock Count", "Value for Sample"

Stored procedure activity

This view shows stored procedure activity at thelevel of procedure statement.
Each statement of any stored procedure that was executed during the most
recent sampleinterval isidentified by the name and ID of the database that
contains the procedure, the name and ID of the procedure, the relative number
of the statement within the procedure, and the line of the procedure’s text on
which the statement begins.

The view includes the number of times each statement was executed, both
during the most recent sample interval and since the start of the recording
session. It also contains the average el apsed time needed to execute the
statement, both for the sampleinterval and for the recording session so far.

hs create_view procedure_activity,

"Procedure Database ID", "Value for Sample",
"Procedure Database Name", "Value for Sample",
"Procedure ID", "Value for Sample",

"Procedure Name", "Value for Sample",

"Procedure Line Number", "Value for Sample",
"Procedure Statement Number", "Value for Sample",
"Procedure Execution Count", "Value for Sample",
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Transaction activity

"Procedure Execution Count", "Value for Session",
"Procedure Elapsed Time", "Avg for Sample",
"Procedure Elapsed Time", "Avg for Session"

Transaction activity

Thisview detail sthetransaction activity that occurredin Adaptive Server, both
for the sample interval and the recording session.

hs_create_view transaction_activity,

"Transactions", "Value for Sample",

"Rows Deleted", "Value for Sample",

"Rows Inserted", "Value for Sample",

"Rows Updated", "Value for Sample",

"Rows Updated Directly", "Value for Sample",
"Transactions", "Value for Session",

"Rows Deleted", "Value for Session",

"Rows Inserted", "Value for Session",

"Rows Updated", "Value for Session",

"Rows Updated Directly", "Value for Session",
"Transactions", "Rate for Sample",

"Rows Deleted", "Rate for Sample",

"Rows Inserted", "Rate for Sample",

"Rows Updated", "Rate for Sample",

"Rows Updated Directly", "Rate for Sample",
"Transactions", "Rate for Session",

"Rows Deleted", "Rate for Session",

"Rows Inserted", "Rate for Session",

"Rows Updated", "Rate for Session",

"Rows Updated Directly", "Rate for Session"

188



Index

Symbols

$DSLISTEN 22
$SYBASE 12,21, 34
bat file 31

A

accounts
aarmsand 52
start-up 11, 23, 34
superuser 11, 22
activerecording sessions 75
activity
none 121
activity, displaying current 83
actua playback 59, 158
Adaptive Server 4, 33, 67
adding
second Historical Server onNT 25
second Historical Server onUNIX 24
to .bat file 31
toNT Registry 25
toserviceslist 27
administering 24
alarm control record, in control file 92
aarms
defining 51
listing definitionsof 73
log fileentries 53
application name 123
application programming interface 2
average, statistic type
definitionof 8

B

bep utility 4, 88

example 97,99

bulk copy utility

C

see bep utility

cachelD 123

cachename 123

caculations, in playback views 164
charsetsdirectory 34

client connections

See connections

client playback 62, 77
commands

seedso utilities 4
histserver 13, 20, 33
histsrvr 20, 31, 37

hs create alarm 4,51, 73
hs create filter 4,54,73

hs create playback session 5, 58, 162, 164, 172

hs create playback view 5, 65, 162, 163
hs create recording_session 4,67, 73,95
hs create view 4,70, 73

hs delete data 71

hs initiate playback 5, 62, 63, 72

hs initiate recording 4, 49, 70, 72

hs list 4, 10, 23, 64, 66, 89

hs playback sample 5,62, 77

hs shutdown 35, 39, 81

hs status 24,83

hs terminate_playback 5, 50, 64, 84

hs terminate_recording 49, 72, 84
monserver 13

summary of 43

syntax 44

configuring

189



Index

Historical Server onNT 15
Historical Server on UNIX 12

Historical Server start-up parameters
second Historical Server onNT 25
second Historical Server on UNIX 24

serviceslist 27
Connecting

to Monitor Server 4
connecting

and directory services 12
and interfacesfiles 12
and sgl.ini files 12
mutually exclusive sessions 49
permissionsfor 47

to Historical Server 47
to Monitor Server 47, 67
connections

definition of 49
displaying current 83
maximum number of 22, 83
contention, on control file 24
control file 4, 10, 21, 23
contention for 24
editing 10, 89

format of 89
permissionson 10
start-up account and 10

creating
darms 51
filters 54

playback sessions 50
playback views 65, 157
recording sessionviews 70, 119
recording sessions 4, 49
tables 63, 69, 95

cut utility 99

D

-D parameter 10, 21, 67, 88
datafiles 10, 88
deleting 63,71
examining contentsof 4, 44, 87
format of 93
location of 67, 88

190

owner of 88
permissionson 10, 11, 24, 69, 88

dataitem control record, in control file 92

dataitems
application name 123
cachelD 123

cachename 123
definitionsof 101
procedure CPU time 171
procedure elapsed time 171
ProcessID 123,171
requirementsfor playback 165
reguirements for recording sessions
timestamp 170
valid statistic typesfor 147

defining
see creating

deleting
datafiles 63,71

directories
see also homedirectory 10
for datafiles 67,88
installation 12
localesand charsets 34

directory service 12

dscp utility 13

dsedit utility 13,17

DSLISTEN environment variable 22

E

editing the control file 10, 89
embedded spaces 45
empty rows 121
end time
for playback sessions 59, 80
for recording sessions 68
ending sessions 50, 84
entire playback 60, 159
environment variables
DSLISTEN 22
SYBASE 12,21,34
error
files 94

messages 45

122



option for recording sessions 69
statuscodes 45
estimations, in playback views 61, 164
examples of views 173
exclusive sessions 64

F
files
bat 31
asplayback target 62
data 88
interfaces 12,13, 14, 21
libctl.cfg 17
see also control file
sgl.ini 12,16
script files 10
filter control record, in control file 93
filter value specification 54, 55
filters 54
listing definitionsof 73

G

gapsin playback data 80
gaps, in playback data 65
graphical user interface 2

H

header record, in control file 89
Historical Server
Monitor Client Library and 3
playback and 3
histserver command 13, 20, 33
histsrvr command 20, 31, 37
home directory 4, 10, 21
start-up account and 11
hs.ctl file
see control file
hs.logfile
seelogfile
hs create darm command 4,51, 73

Index

hs create filter command 4, 54, 73

hs create playback session command 5, 58, 162,
164, 172

hs create playback view command 5, 65, 162, 163

hs create recording_session command 4, 67, 73, 95

hs create view command 4, 70, 73

hs delete datacommand 71

hs initiate_playback command 5, 62, 63, 72

hs_initiate_recording command 4, 49, 72

hs list command 4, 10, 23, 64, 66, 73, 89

hs playback_samplecommand 5, 62, 77

hs_recording command 70

hs_shutdown command 35, 39, 81

hs _statuscommand 24, 83

hs_terminate_playback command 5, 50, 64, 84

hs terminate_recording command 49, 72, 84

-| parameter 21
-i parameter 21
inactive recording sessions 75
inferring start-up parameters 37
initiating playback sessions 72
input sessions

see recording sessions
input views 162

installation
directory 12
instructionsfor 12, 16
instances

see multiple instances
interfacesfile 21
interfacesfiles 12, 13, 14
intervals, in playback sessions 60, 160

K

key dataitems, definitionsof 119

L

-| parameter 21, 34

191



Index

libctl.cfg file 17
listing

darms 73

filters 73

recording session definitions 73
summarization levels 73

views 73
localesdirectory 34
error

seedsologfile 34
logfile 10,21, 34
darmsand 51,53
locationof 34
name 83

M

maximum number of connections 22, 83
Monitor Client Library 2,3
Historical Server and 3
Monitor Server 1, 33
Adaptive Server and 3
connectingto 4
Monitor Server name 67
Monitor Viewer 2,3, 4
monserver command 13
multiple instances 23
onNT 25
onUNIX 24
mutually exclusive sessions 49, 64

N

-n parameter 22
no_wait
see hs_shutdown command 39
NT
configuring Historical Serveron 15
configuring second server on 25
inferring start-up parameters 37
stoppingon 38
verifyingon 38
NT Registry 25, 27
start-up parametersin -~ 37

192

O
ocscfg utility 17
Open Server 2
output

from playback 64
owner

of datafiles 88

P

-P parameter 22, 35, 38
parameters

-D 10,21,67,88
21

21

-1 21,34

-n 22

-P 22,3538

-S 22,47

start-up 20, 22

-U 11,22, 35,38

v 22

password

in start-up command 22
prompting for 22
permissions

control fileand 10
datafilesand 10

for shutdown 11
ondatafiles 11, 24,88
oninstallation directory 12
on playback files 62
on recording session files 69
summary of 47
superuser and 47
playback 3

playback data

gapsindata 65
playback intervals 60, 160
playback sessions

creating 50

endtime 80
gapsindata 80
introductionto 5
listing summarization for 73



mutually exclusive 49
permissionson files 62
resultsof 64
sampleintervalsin 160
starttime 80

starting 72
terminating 84
toaclient 77
playback views
calculationsin 164
creating 65, 157
estimationsin 164
namesof 66
requirementsfor 165

summarization level in - 157
valid statistic typesin 165

procedure CPU time 171
procedure elapsed time 171
ProcessID 123,171

Q

quotation characters 45

R

raw playback 59, 158, 163
record feature 4
recording session views
creating 70
examplesof 173
namesof 70
requirementsfor 122
recording sessions
concurrent 22
creating 4,49
endtime 68
errorsduring 69
examining datafrom 4
initiating 72
introductionto 4
listing definitionsof 73
mutually exclusive 49
past 73

Index

starttime 68

statusof 75

terminating 72, 84
regedt32.exe 25, 27

result dataitems, definitionsof 119
results of playback 64

rows

empty 121

S

-Sparameter 22, 47
sampleinterval 4, 23, 67
sampleintervals

user-defined in playback 160
script files

darmsand 51

for creating tables 63, 69
for creating tablesin Adaptive Server 95
for start-up 13
server configuration utility 25
server level views 122
serviceslist 27
session control record, in control file 90
sessionlD 4
sessions, mutualy exclusive 64
shared memory 3
shutdown 81

permissionsfor 11
SIGKILL signal 82
sgl.ini files 12,16
start time

for playback sessions 58, 80, 159
of recording sessions 68
starting

onNT 37

onUNIX 33

playback sessions 72
start-up

Jbat file 31

account 11, 23,34
parameters 20, 22

script file 13
start-up parameters

inNT Registry 37

193



Index

dtatistictypes 6 V
for each dataitem 146
in playback views 165
status
of Historical Server 24, 83
of recording sessions 75
of sessions 75
statuscodes 45

-V parameter 22
verifying start-up 38
version
of Historical Server 22, 83
view control record, in control file 92
playback views 6

stoppin 81 views
F;F; NgT 38 introductionto 6, 119
onUNIX 34 listing definitionsof 73

requirementsfor playback 165
see also recording session views
server level 122

playback sessions 84
summarization level 73, 157, 158
superuser 11, 22, 34, 38, 47, 83
Sybase Centrdl 3,4
SYBASE environment variable 12, 21, 34

T

table column names, in script files 95
tables, creating 69, 95

target of playback session 62, 65
timezones 58, 68

timestamp 23, 170

U

-U parameter 11, 22, 35, 38
UNIX
configuing second server on 24
configuring Historical Serveron 12
starting Historical Server 33
stoppingon 34
user name 22
user-defined sampleintervals 160
utilities
bcp 88
cut 99
dscp 13
dsedit 13,17
ocscfg 17
server configuration 25

194



	Monitor User’s Guide
	About This Book
	CHAPTER 1 Introduction
	Description of Adaptive Server Enterprise Monitor
	Adaptive Server Monitor components
	Adaptive Server Monitor architecture

	Adaptive Server Enterprise Monitor architecture
	Historical Server concepts
	Recording sessions
	Playback sessions
	Views
	Data items and statistic types



	CHAPTER 2 Configuring Historical Server
	Historical Server configuration concepts
	The Historical Server control file and home directory
	Accessing control file information
	Do not edit the control file

	The operating system start-up account
	The Historical Server superuser account
	Sybase Open Client/Server connections

	Initial configuration on UNIX platforms
	Assumptions on UNIX platforms
	Results of installation on UNIX platforms
	Configuration procedures on UNIX platforms

	Initial configuration on Windows NT
	Assumptions on Windows NT
	Results of installation on Windows NT
	Configuration procedures on Windows NT
	Changing start-up parameter


	Setting Historical Server start-up parameters
	Function
	Syntax
	Parameters

	Configuring multiple instances of Historical Server
	When to create multiple instances of Historical Server
	Configuring an additional Historical Server on UNIX platforms
	Configuring an additional Historical Server on Windows NT
	Task 1: add start-up parameters to the NT Registry
	Task 2: update the NT Registry services list
	Task 3: add connectivity information for Historical Server
	Task 4: configure Historical Server client machines
	Task 5: create a .bat file (optional)



	CHAPTER 3 Starting and Stopping Historical Server
	Starting and stopping Historical Server on UNIX platforms
	Starting Historical Server on UNIX
	Stopping Historical Server on UNIX
	Who can shut down Historical Server
	Determining current activity on Historical Server
	Deferred versus immediate shutdown
	Detailed shutdown procedures


	Starting and stopping Historical Server on NT
	Starting Historical Server on NT
	Inferring start-up parameters from the NT Registry
	Verifying that Historical Server is running
	Stopping Historical Server on Windows NT
	Who can shut down Historical Server on Windows NT
	Determining current activity on Windows NT
	Deferred versus immediate shutdown on Windows NT
	Detailed shutdown procedures on Windows NT
	Shutdown methods to avoid on Windows NT



	CHAPTER 4 Command Reference
	Command summary
	Command syntax
	Command status and errors
	Script files as input to Historical Server
	Connecting to Historical Server
	Assumptions before connection
	How to connect
	Required permissions for Historical Server activities
	Mutually exclusive sessions
	Starting and ending a recording session definition
	Starting and ending a playback session


	Historical Server commands
	hs_create_alarm
	hs_create_filter
	hs_create_playback_session
	hs_create_playback_view
	hs_create_recording_session
	hs_create_view
	hs_delete_data
	hs_initiate_playback
	hs_initiate_recording
	hs_list
	hs_playback_sample
	hs_shutdown
	hs_status
	hs_terminate_playback
	hs_terminate_recording

	CHAPTER 5 Data Files
	Overview of Historical Server data files
	Description of Historical Server files
	Permissions on files
	General file format

	Control file
	Header record
	Session control record
	View control record
	Data item control record
	Alarm control record
	Filter control record

	Data file
	Error message file
	Script file
	Script file table names
	Script file table column names
	Passing script file commands
	Script use example

	Bulk copy example
	Explanation
	Example

	Cut utility example

	APPENDIX A Data Items
	Table of data items and definitions

	APPENDIX B Specifications for Defining Recording Session Views
	Definition of key and result
	Designing recording session views
	Using the Process ID
	Using the application name
	Empty rows versus no rows in views

	Table of valid key and result data item combinations
	Examples of valid combinations
	Examples of invalid combinations

	Table of valid statistic types for data items

	APPENDIX C Specifications for Defining Playback Views
	Summarization level details
	Raw playback
	Actual playback
	Entire playback
	Playback with user-defined intervals
	Summary of summarization intervals

	Designing playback views
	Rules for specifying input sessions
	Relationship of input views to playback views
	Rules for defining views
	Rules for defining raw playback views
	Rules for defining non-raw playback views


	Table of data item requirements for playback views
	Additional information about some data items
	Using “Timestamp”, “Timestamp Datim”, and “Elapsed Time”
	Using Process ID
	Using Procedure Elapsed Time and Procedure CPU Time



	APPENDIX D Examples of Recording Session Views
	Cache performance summary
	Database object lock status
	Database object page I/O
	Data cache activity for individual caches
	Data cache statistics for recording session
	Data cache statistics for sample interval
	Device I/O for recording session
	Device I/O for sample interval
	Device I/O performance summary
	Engine activity
	Lock performance summary
	Network activity for recording session
	Network activity for sample interval
	Network performance summary
	Page I/O
	Procedure cache statistics for recording session
	Procedure cache statistics for sample interval
	Procedure page I/O
	Process activity
	Process database object page I/O
	Process detail for locks
	Process detail page I/O
	Process locks
	Process page I/O
	Process state summary
	Process stored procedure page I/O
	Server performance summary
	Stored procedure activity
	Transaction activity

	Index



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


