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About This Book

This manual, the Sybase Adaptive Server System Administration Guide,
describes how to administer and control Sybase Adaptive Server
Enterprise databases independent of any specific database application.

Audience

Thismanual isfor Sybase System Administrators and Database Owners.

How to use this book

This manual contains the following chapters:

Chapter 1, “Overview of System Administration,” describesthe
structure of the Sybase system.

Chapter 2, “ System and Optional Databases,” discusses the contents
and function of the Adaptive Server system databases.

Chapter 3, “ System Administration for Beginners,” summarizes
important tasks that new System Administrators need to perform.

Chapter 4, “Diagnosing System Problems,” discusses Adaptive
Server and Backup Server™ error handling and shows how to shut
down servers and kill user processes.

Chapter 5, “ Setting Configuration Parameters,” summarizesthe
configuration parameters that you set with sp_configure, which
control many aspects of Adaptive Server behavior.

Chapter 6, “Limiting Access to Server Resources,” explains how to
create and manage resource limits with Adaptive Server.
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Chapter 7, “ Configuring Character Sets, Sort Orders, and Languages,”
discusses international issues, such as the filesincluded in the Language
Modules and how to configure an Adaptive Server language, sort order,
and character set.

Chapter 8, “ Configuring Client/Server Character Set Conversions,”
discusses character set conversion between Adaptive Server and clientsin
a heterogeneous environment.

Chapter 9, “ Security Administration,” provides an overview of the
security features available in Adaptive Server.

Chapter 10, “Managing Adaptive Server Logins and Database Users,”
describes methods for managing Adaptive Server login accounts and
database users.

Chapter 11, “Managing User Permissions,” describes the use and
implementation of user permissions.

Chapter 12, “Auditing,” describes how to set up auditing for your
installation.

Chapter 13, “Managing Remote Servers,” discusses the steps the System
Administrator and System Security Officer of each Adaptive Server must
execute to enable remote procedure calls (RPCs).

Chapter 14, “Using Kerberos, DCE, and Windows NT LAN Manager,”
describes the network-based security services that enable you to
authenticate users and protect data transmitted among machines on a
network.

Chapter 15, “Overview of Disk Resource Issues,” provides an overview
of Adaptive Server disk resource issues.

Chapter 16, “Initializing Database Devices,” describes how to initialize
and use database devices.

Chapter 17, “Mirroring Database Devices,” describes how to mirror
database devices for nonstop recovery from mediafailures.

Chapter 18, “ Configuring Memory,” explains how to configure Adaptive
Server to use the available memory on your system.

Chapter 19, “Configuring Data Caches,” discusses how to create named
caches in memory and bind objects to those caches.

Chapter 20, “Managing Multiprocessor Servers,” explains how to use
multiple CPUs with Adaptive Server and discusses system administration
issues that are unique to symmetric multiprocessing (SMP) environments.
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Chapter 21, “Creating and Managing User Databases,” discusses the
physical placement of databases, tables, and indexes, and the all ocation of
space to them.

Chapter 22, “ Setting Database Options,” describes how to set database
options.

Chapter 23, “Creating and Using Segments,” describes how to use
segments, which are named collections of database devices, in databases.

Chapter 24, “Using the reorg Command,” describes how to use the reorg
command.

Chapter 25, “Checking Database Consistency,” describes how to use the
database consistency checker, dbcc, to detect and fix database problems.

Chapter 26, “Developing a Backup and Recovery Plan,” discusses the
capabilities of the Backup Server and how to develop your backup
strategy.

Chapter 27, “Backing Up and Restoring User Databases,” discusses how
to recover user databases.

Chapter 28, “Restoring the System Databases,” discusses how to recover
system databases.

Chapter 29, “Managing Free Space with Thresholds,” discusses
managing space with thresholds.

Related Documents

The following documents comprise the Sybase Adaptive Server Enterprise
documentation:

The release bulletin for your platform — contains last-minute information
that was too late to be included in the books.

A more recent version of the release bulletin may be available on the
World Wide Web. To check for critical product or document information
that was added after the release of the product CD, use the Sybase
Technical Library.

Thelnstallation Guidefor your platform —describesinstallation, upgrade,
and configuration procedures for all Adaptive Server and related Sybase
products.

XXVii



Related Documents

XXViii

Configuring Adaptive Server Enterprise for your platform — provides
instructions for performing specific configuration tasks for Adaptive
Server.

What's New in Adaptive Server Enterprise? — describes the new features
in Adaptive Server version 12.5, the system changes added to support
those features, and the changes that may affect your existing applications.

Transact-SQL User’s Guide — documents Transact-SQL, Sybase's
enhanced version of the relational database language. This manual serves
as a textbook for beginning users of the database management system.
This manual also contains descriptions of the pubs2 and pubs3 sample
databases.

System Administration Guide — provides in-depth information about
administering servers and databases. This manual includes instructions
and guidelines for managing physical resources, security, user and system
databases, and specifying character conversion, international language,
and sort order settings.

Reference Manual — contains detailed information about all Transact-SQL
commands, functions, procedures, and datatypes. This manual also
contains alist of the Transact-SQL reserved words and definitions of
system tables.

Performance and Tuning Guide — explains how to tune Adaptive Server
for maximum performance. This manual includes information about
database design issuesthat affect performance, query optimization, how to
tune Adaptive Server for very large databases, disk and cache issues, and
the effects of locking and cursors on performance.

The Utility Guide—documentsthe Adaptive Server utility programs, such
asisql and bcp, which are executed at the operating system level.

The Quick Reference Guide — provides a comprehensive listing of the
names and syntax for commands, functions, system procedures, extended
system procedures, datatypes, and utilitiesin a pocket-sized book.
Available only in print version.

The System Tables Diagram — illustrates system tables and their entity
relationships in a poster format. Available only in print version.

Error Messages and Troubleshooting Guide — explains how to resolve
frequently occurring error messages and describes solutions to system
problems frequently encountered by users.
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Component Integration Services User’s Guide — explains how to use the
Adaptive Server Component Integration Services feature to connect
remote Sybase and non-Sybase databases.

Javain Adaptive Server Enterprise—describes how toinstall and use Java
classes as datatypes, functions, and stored procedures in the Adaptive
Server database.

Using Sybase Failover in a High Availability System — provides
instructions for using Sybase's Failover to configure an Adaptive Server
as acompanion server in ahigh availability system.

Using Adaptive Server Distributed Transaction Management Features—
explains how to configure, use, and troubleshoot Adaptive Server DTM
features in distributed transaction processing environments.

EJB Server User’s Guide — explains how to use EJB Server to deploy and
execute Enterprise JavaBeans in Adaptive Server.

XA Interface Integration Guide for CICS, Encina, and TUXEDO —
providesinstructions for using Sybase’s DTM XA interface with X/Open
XA transaction managers.

Glossary — defines technical terms used in the Adaptive Server
documentation.

Sybase jConnect for JDBC Programmer’s Reference — describes the
jConnect for JDBC product and explainshow to useit to accessdatastored
in relational database management systems.

Full-Text Search Specialty Data Sore User’s Guide —describeshow to use
the Full-Text Search feature with Verity to search Adaptive Server
Enterprise data.

Historical Server User’s Guide—describes how to use Historical Server to
obtain performance information for SQL Server and Adaptive Server.

Monitor Server User’s Guide — describes how to use Monitor Server to
obtain performance statistics from SQL Server and Adaptive Server.

Monitor Client Library Programmer’s Guide — describes how to write
Monitor Client Library applications that access Adaptive Server
performance data.
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Other sources of information

Use the Sybase Technical Library CD and the Technical Library Product
Manuals Web site to learn more about your product:

» TheTechnical Library CD contains product manuals and is included with
your software. The DynaText browser (downloadable from Product
Manuals at http://www.sybase.com/detail/1,6904,1010663,00.html) allows
you to access technical information about your product in an easy-to-use
format.

Refer to the Technical Library Installation Guide in your documentation
package for instructions on installing and starting the Technical Library.

»  TheTechnical Library Product Manuals Web siteisan HTML version of
the Technical Library CD that you can access using a standard Web
browser. In addition to product manuals, you will find links to the
Technical DocumentsWeb site (formerly known as Tech Info Library), the
Solved Cases page, and Sybase/Powersoft newsgroups.

To access the Technical Library Product Manuals Web site, go to Product
Manuals at http://www.sybase.com/support/manuals/.

Sybase certifications on the Web
Technical documentation at the Sybase web siteis updated frequently.

v Finding the latest information on product certifications

1 Point your web browser to Technical Documents at
http://www.sybase.com/support/techdocsl/.

2 Select Products from the navigation bar on the left.

3 Select aproduct name from the product list and click Go.

4  Select the Certification Report filter, specify atime frame, and click Go.
5 Click aCertification Report title to display the report.

v Creating a personalized view of the Sybase web site (including support
pages)

Set up aMySybase profile. MySybase isafree servicethat allowsyou to create
apersonalized view of Sybase web pages.

XXX



About This Book

1 Point your web browser to Technical Documents at
http://lwww.sybase.com/support/techdocs/.

2 Click MySybase and create a MySybase profile.

Sybase EBFs and software updates

v Finding the latest information on EBFs and software updates

1 Point your web browser to the Sybase Support Page at
http://lwww.sybase.com/support.

2 Select EBFs/Updates. Enter user name and password information, if
prompted (for existing web accounts) or create a new account (afree
service).

Select a product.
4 Specify atime frame and click Go.

Click the Infoicon to display the EBF/Update report, or click the product
description to download the software.

Conventions used in this manual

This section describes the style conventions used in this manual .

Formatting SQL statements

SQL isafree-form language: there are no rules about the number of wordsyou
can put on aline or where you must break aline. However, for readability, all
examples and syntax statements in this manual are formatted so that each
clause of astatement beginson anew line. Clausesthat have morethan one part
extend to additional lines, which are indented.
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SQL syntax conventions

Table 1 lists the conventions for syntax statements in this manual:

Table 1: Syntax statement conventions

Key Definition

command Command names, command option names, utility names,
utility flags, and other keywords arein

bold Courier

in syntax statements, and in bold Helvetica in paragraph

text.

variable Variables, or wordsthat stand for valuesthat youfill in, are
initalics.

{1} Curly braces indicate that you choose at least one of the

enclosed options. Do not include bracesin your option.

[1 Square brackets mean choosing one or more of the
enclosed optionsis optional. Do not include bracketsin
your option.

() Type parentheses as part of the command.

| The vertical bar means you may select only one of the
options shown.

: The commameansyou may choose as many of the options
shown asyou like, separating your choices with commas.

pub_id pub name

XXXIi

Syntax statements (displaying the syntax and all options for a command)
are printed like this:

sp_dropdevice [device name]
or, for acommand with more options:

select column name
from table name
where search conditions

In syntax statements, keywords (commands) are in normal font and
identifiers are in lowercase: normal font for keywords, italics for user-
supplied words.

Examples showing the use of Transact-SQL commands are printed like
this:

select * from publishers
Examples of output from the computer are printed like this:

city state
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0736 New Age Books Boston MA
0877 Binnet & Hardley Washington DC
1389 Algodata Infosystems Berkeley CA

(3 rows affected)

Case

You can disregard case when you type keywords:

SELECT isthe same as Select is the same as select.

Obligatory options {you must choose at least one}

Curly braces and vertical bars. Choose one and only one option.

{die _on your feet | live on your knees | live on your feet}

Optional options

Ellipsis

Curly braces and commas: Choose one or more options. If you choose
more than one, separate your choices with commas.

{cash, check, credit}

Oneitemin square brackets: You don’t have to choose it.
[anchovies]

Sguare brackets and vertical bars. Choose none or only one.
[beans | rice | sweet potatoes]

Square brackets and commas: Choose none, one, or more than one
option. If you choose more than one, separate your choices with commas.

[extra cheese, avocados, sour cream]

Anédlipsis(...) meansthat you can repeat the last unit as many times as you
like. In this syntax statement, buy is arequired keyword:

buy thing = price [cash | check | credit]

[, thing = price [cash | check | credit]]...

XXXili
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Expressions

You must buy at least one thing and give its price. You may choose a method
of payment: one of theitems enclosed in square brackets. You may also choose
to buy additional things: as many of them as you like. For each thing you buy,
giveits name, its price, and (optionally) a method of payment.

Anéllipsiscan aso beused inlineto signify portions of acommand that areleft
out of atext example. Thefollowing syntax statement represents the compl ete
create database command, even though required keywords and other options
are missing:

create database...for load

Several different types of expressions are used in Adaptive Server syntax
statements.

Table 2: Types of expressions used in syntax statements

Usage Definition
expression Can include constants, literals, functions, column identifiers, variables, or

parameters

logical_expression

An expression that returns TRUE, FALSE, or UNKNOWN

constant_expression

An expression that always returns the same value, such as“5+3" or “ABCDE”

float_expr

Any floating-point expression or expression that implicitly convertsto afloating
value

integer_expr Any integer expression or an expression that implicitly converts to an integer
value

numeric_expr Any numeric expression that returns asingle value

char_expr An expression that returns a single character-type value

binary_expression

An expression that returns a single binary or varbinary value

If you need help

XXXV

Each Sybaseinstallation that has purchased a support contract has one or more
designated people who are authorized to contact Sybase Technical Support. If
you cannot resolve aproblem using the manuals or online help, please have the
designated person contact Sybase Technical Support or the Sybase subsidiary
in your area.
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If you need help

Each Sybaseinstallation that has purchased a support contract has one or more
designated people who are authorized to contact Sybase Technical Support. If
you cannot resolve aproblem using the manuals or online help, please havethe
designated person contact Sybase Technical Support or the Sybase subsidiary

in your area
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CHAPTER 1 Overview of System
Administration

This chapter introduces the basic topics of Adaptive Server system

administration.

Topic Page
Adaptive Server administration tasks 1
System tables 8
System procedures 11
System extended stored procedures 13
Logging error messages 14
Connecting to Adaptive Server 15
Security features available in Adaptive Server 19

Adaptive Server administration tasks

Administering Adaptive Server includes tasks such as:

e Instaling Adaptive Server and Backup Server

e Creating and managing Adaptive Server login accounts
e Granting roles and permissions to Adaptive Server users

e Managing and monitoring the use of disk space, memory, and
connections

e Backing up and restoring databases
« Diagnosing system problems
e Configuring Adaptive Server to achieve the best performance

In addition, System Administrators may have a hand in certain database
design tasks, such as enforcing integrity standards. This function may
overlap with the work of application designers.



Adaptive Server administration tasks

Although a System Administrator concentrates on tasks that are
independent of the applications running on Adaptive Server, heor sheis
likely to be the person with the best overview of al the applications. For
this reason, a System Administrator can advise application designers
about the data that already exists on Adaptive Server, make
recommendations about standardi zing datadefinitions acrossapplications,
and so on.

However, the distinction between what is specific to an application is
sometimes a bit “fuzzy.” Owners of user databases will consult certain
sections of this book. Similarly, System Administrators and Database
Owners will use the Transact-SQL User’s Guide (especially the chapters
on data definition, stored procedures, and triggers). Both System
Administrators and application designers will use the Performance and
Tuning Guide.

Roles required for system administration tasks

Many of the commands and procedures discussed in this manual require
the System Administrator or System Security Officer role. Other sections
inthismanual are relevant to Database Owners. A Database Owner’s user
name within the databaseis“dbo”. You cannot login as“dbo:” aDatabase
Owner logsin under hisor her Adaptive Server login name and is
recognized as“dbo” by Adaptive Server only while he or sheisusing the
database.

Various security-related, administrative, and operational tasksare grouped
into the following system roles:

»  System Administrator —by default the system administrator (the sa)
has the following roles:

* s role

* ss0 role

* oper_role

* sybase ts role

The system administrator’s tasks include:
* Managing disk storage

*  Monitoring Adaptive Server’s automatic recovery procedure
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Fine-tuning Adaptive Server by changing configurable system
parameters

Diagnosing and reporting system problems

Backing up and loading databases

Granting and revoking the System Administrator role
Modifying and dropping server login accounts

Granting permissions to Adaptive Server users

Creating user databases and granting ownership of them

Setting up groups which can be used for granting and revoking
permissions)

System Security Officer —who performs security-related tasks such

as.

Creating server login accounts, which includes assigning initial
passwords

Changing the password of any account

Granting and revoking the System Security Officer and Operator
roles

Creating, granting, and revoking user-defined roles

Granting the capability to impersonate another user throughout
the server

Setting the password expiration interval

Setting up Adaptive Server to use network-based security
services

Managing the audit system

Operator —auser who can back up and load databases on a server-
wide basis. The operator role allows a single user to use the dump
database, dump transaction, load database, and load transaction
commands to back up and restore all databases on a server without
having to be the owner of each one. These operations can be
performed in a single database by the Database Owner or a System
Administrator.
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Database Owner

These roles provide individual accountability for users performing
operational and administrative tasks. Their actions can be audited and
attributed to them. A System Administrator operates outside the
discretionary access control (DAC) protection system; that is, when a
System Administrator accesses objects Adaptive Server does not check
the DAC permissions.

In addition, two kinds of object owners have special status because of the
objects they own. These ownership types are:

e Database Owner

» Database object owner

The Database Owner is the creator of a database or someone to whom
database ownership has been transferred. A System Administrator grants
users the authority to create databases with the grant command.

A Database Owner logsin to Adaptive Server using his or her assigned
login name and password. |n other databases, that owner is known by his
or her regular user name. In the database Adaptive Server recognizes the
user as having the “dbo” account.

A Database Owner can:

* Runthe system procedure sp_adduser to allow other Adaptive Server
users access to the database

» Usethe grant command to give other users permission to create
objects and execute commands within the database

Adding usersto databases is discussed in Chapter 10, “Managing
Adaptive Server Logins and Database Users.” Granting permissionsto
usersisdiscussed in Chapter 11, “Managing User Permissions.”
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Database object owner

The Database Owner does not automatically receive permissions on
objects owned by other users. However, a Database Owner can
temporarily assume the permissions of other usersin the database at any
time by using the setuser command. Using a combination of the setuser
and grant commands, the Database Owner can acquire permissions on any
object in the database.

Note Because the Database Owner roleis so powerful, the System
Administrator should plan carefully who should own databasesin the
server. The System Security Officer should consider auditing the database
activity of all Database Owners.

A Database object owner isauser who creates a database object.
Database obj ects are tables, indexes, views, defaults, triggers, rules,
constraints, and procedures. Before auser can create adatabase object, the
Database Owner must grant the user permission to create objects of a
particular type. Thereis no special login name or password for a database
object owner.

The database object owner creates an object using the appropriate create
statement, and then grants permission to other users.

The creator of a database object is automatically granted all permissions
on that object. The System Administrator also has all permissions on the
object. The owner of an object must explicitly grant permissions to other
users before they can access the object. Even the Database Owner cannot
use an object directly unless the object owner grants him or her the
appropriate permission. However, the Database Owner can always use the
setuser command to impersonate any other user in the database, including
the object owner.

Note When a database abject is owned by someone other than the
Database Owner, the user (including a System Administrator) must
qualify the name of that object with the object owner’s name—

owner name.objectname—to access the object. If an object or a procedure
needs to be accessed by alarge number of users, particularly in ad hoc
queries, having these objects owned by “dbo” greatly simplifies access.




Adaptive Server administration tasks

Using isql to perform system administration tasks

Starting isql

Entering statements

This book assumes that you will perform the system administration tasks
described in thisguide by using the command-line utility isql. Thissection
provides some basic information about using isql. For complete
information about isql, see the Utility Guide.

You can al so use the graphic tool Sybase Central ™ to perform many of the
tasks described in this book, as described in “Using Sybase Central for
system administration tasks” on page 7.

To start isql on most platforms, type this command at an operating system
prompt, where username is the user name of the System Administrator:

isql -Uusername

Adaptive Server prompts you for your password.

Note Do not use the -P option of isql to specify your password because
another user might then see your password.

You can useisgl in command-linemode to enter many of the Transact-SQL
examplesin this manual .

The statements that you enter in isgl can span several lines. isql does not
process statements until you type “go” on a separate line. For example:

1> select *

2> from sysobjects
3> where type = "TR"
4> go

The examplesin this manual do not include the go command between
statements. If you are typing the examples, you must enter the go
command to see the sample output.
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Saving and reusing statements

This manual frequently suggests you that save the Transact-SQL
statements you use to create or modify user databases and database
objects. The easiest way to do thisisto create or copy the statementsto an
ASCII-formatted file. You can then usethefileto supply statementstoisgl
if you need to re-create databases or database objects later.

The syntax for using isql with an ASCII-formatted file is the following,
where filename is the full path and file name of the file that contains
Transact-SQL statements:

isqgl -Uusername -ifilename

On UNIX and other platforms, use the less than symbol (<) to redirect the
file.

The Transact-SQL statementsin the ASCI| file must use valid syntax and
the go command.

Using Sybase Central for system administration tasks

You can accomplish many of the system administration tasks detailed in
this book with Sybase Central, a graphic tool that comes with Adaptive
Server.

Here are some of the tasks you can use Sybase Central for:
e Initializing database devices (Windows NT servers only)
e Setting configuration parameters

*  Viewing the amount of free log space in a database

e Generating data definition language (DDL)

e Creating logins

e Adding remote servers

e Creating databases

e Creating stored procedures

e Definingroles

e Adding data caches

e Setting database options
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System tables

e Backing up and restoring databases

You can also use the Monitor Viewer feature of Sybase Central to access
Adaptive Server Monitor™, Sybase Central also comes with extensive
online help.

You can use the Sybase Central DDL-generation feature to record your
work to Transact-SQL scripts. The DDL-generation feature lets you save
to ascript the actionsyou performed in an entire server or within aspecific
database.

The master database contains system tablesthat keep track of information
about Adaptive Server as awhole. In addition, each database (including
the master database) contains system tables that keep track of information
specific to that database.

All the Adaptive Server-supplied tables in the master database (Adaptive
Server’s controlling database) are considered system tables. Each user
database is created with a subset of these system tables. The system tables
may also be referred to asthe data dictionary or the system catalogs.

A master database and its tables are created when Adaptive Server is
installed. The system tablesin a user database are created when the create
database command is issued. The names of all system tables start with
“gys’. You cannot createtablesin user databasesthat have the same names
as system tables. An explanation of the system tables and their columnsis
included in the Reference Manual.

Querying the system tables

You can query system tablesjust like any other tables. For example, the
following statement returns the names of all the triggers in the database:

select name
from sysobjects
where type = "TR"
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In addition, Adaptive Server supplies stored procedures (called system
procedures), many of which provide shortcuts for querying the system

tables.
Here are the system procedures that provide information from the system
tables:
* sp_commonkey * sp_helpremotelogin
* sp_configure * sp_help_resource_limit
* sp_countmedatada ¢ sp_helprotect
* sp_dboption * sp_helpsegment
* sp_estspace * sp_helpserver
* sp_help ¢ sp_helpsort
* sp_helpartition ¢ sp_helptext
* sp_helpcache ¢ sp_helpthreshold
* sp_helpconfig ¢ sp_helpuser
* sp_helpconstraint e sp_lock
* sp_helpdb * sp_monitor
* sp_helpdevice * sp_monitorconfig
* sp_helpgroup * sp_procgmode
* sp_helpindex ¢ sp_showcontrolinfo
* sp_helpjava * sp_showexeclass
* sp_helpjoins * sp_showplan
* sp_helpkey * sp_spaceused
* sp_helplanguage * sp_who
* sp_helplog * sp_help_resource_limit

For complete information about the system procedures, see the Reference
Manual.

Keys in system tables

Primary, foreign, and common keysfor the system tablesare defined inthe
master and model databases. You can get areport on defined keys by
executing sp_helpkey. For areport on columnsin two system tables that
are likely join candidates, execute sp_helpjoins.

The Adaptive Server System Tables Diagram included with Adaptive
Server shows the relationships between columns in the system tables.
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Updating system tables

The Adaptive Server system tables contain information that is critical to
the operation of your databases. Under ordinary circumstances, you do not
need to perform direct data modifications to system tables.
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Update system tables only when you are instructed to do so by Sybase
Technical Support or by an instruction in the Error Messaging and
Troubleshooting Guide or in this manual .

When you update system tables, you must issue an sp_configure command
that enables system table updates. While this command isin effect, any
user with appropriate permission can modify a system table. Other
requirements for direct changes to system tables are:

Modify system tables only inside a transaction. Issue a begin
transaction command before you issue the data modification
command.

Verify seethat only the rowsyou wanted changed were affected by the
command and that the data was changed correctly.

If the command was incorrect, issue arollback transaction command.
If the command was correct, issue a commit transaction command.

Warning! Some system tables should not be altered by any user under
any circumstances. Some system tables are built dynamically by
system processes, contain encoded information, or display only a
portion of their data when queried. Imprudent, ad hoc updates to
certain system tables can make Adaptive Server unable to run, make
database objects inaccessible, scramble permissions on objects, or
terminate a user session.

Moreover, you should never attempt to alter the definition of the
system tables in any way. For example, do not alter system tablesto
include constraints. Triggers, defaults, and rules are not allowed in
system tables. If you try to create atrigger or bind arule or default to
asystem table, you will get an error message.
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System procedures

The names of all system proceduresbeginwith“sp_". They arelocated in
the sybsystemprocs database, but you can run many of them in any
database by issuing the stored procedure from the database or by
qualifying the procedure name with the database name.

If you execute a system procedure in a database other than
sybsystemprocs, it operates on the system tables in the database from
which it was executed. For example, if the Database Owner of pubs2 runs
sp_adduser from pubs2 or issues the command pubs2..sp_adduser, the
new user is added to pubs2..sysusers. However, this does not apply to
system procedures that update only tables in the master database.

Permissions on system procedures are discussed in the Reference Manual.

Using system procedures

A parameter isan argument to a stored or system procedure. If a
parameter value for a system procedure contains reserved words,
punctuation, or embedded blanks, it must be enclosed in single or double
quotes. If the parameter is an object name, and the object nameisqualified
by a database name or owner name, the entire name must be enclosed in
single or double quotes.

System procedures can be invoked by sessions using either chained or
unchained transaction mode. However, the system procedures that modify
datain system tables in the master database cannot be executed from
within atransaction, since this could compromise recovery. The system
procedures that create temporary work tables cannot be run from
transactions.

If no transaction is active when you execute a system procedure, Adaptive
Server turns off chained mode and sets transaction isolation level 1 for the
duration of the procedure. Before returning, the session’s chained mode
andisolation level arereset to their original settings. For moreinformation
about transaction modes and isolation levels, see the Reference Manual.

All system procedures report areturn status. For example, the following
means that the procedure executed successfully:

return status = 0

11
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System procedure tables

The system procedures use several system procedure tables in the master
and sybsystemdb databasesto convertinternal system values (for example,
status bits) into human-readable format. One of thesetables, spt_values, is
used by avariety of system procedures, including:

* sp_configure ¢ sp_helpdevice
* sp_dboption ¢ sp_helpindex
* sp_depends * sp_helpkey

* sp_help * sp_helprotect
* sp_helpdb e sp_lock

The spt_values table can be updated only by an upgrade; it cannot be
modified otherwise. To see how it is used, execute sp_helptext and look at
the text for one of the system procedures that referencesiit.

The other system procedure tables are spt_monitor, spt_committab, and
tables needed by the catal og stored procedures. (The spt_committab table
islocated in the sybsystemdb database.)

In addition, several of the system procedures create and then drop
temporary tables. For example, sp_helpdb creates #spdbdesc,
sp_helpdevice creates #spdevtab, and sp_helpindex creates #spindtab.

Creating system procedures

12

Many of the system procedures are explained in this manual, in the
sections where they are relevant. For complete information about system
procedures, see the Reference Manual.

System Administrators can write system procedures that can be executed
in any database. Simply create a stored procedure in sybsystemprocs and
giveit anamethat beginswith“sp_”. Theuid of the stored procedure must
be 1, the uid of the Database Owner.

Most of the system procedures that you create query the system tables.
You can also create stored procedures that modify the system tables,
although thisis not recommended.
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To create a stored procedure that modifies system tables, a System
Security Officer must first turn on the allow updates to system tables
configuration parameter. Any stored procedure created while this
parameter is set to “on” will always be able to update system tables, even
when allow updates to system tables is set to “off.” To create a stored
procedure that updates the system tables:

1 Usesp_configure to set allow updates to system tables to “on.”
2 Createthe stored procedure with the create procedure command.

3 Usesp_configure to set allow updates to system tables to “off.”

Warning! Use extreme caution when you modify system tables.
Alwaystest the procedures that modify system tablesin development
or test databases, not in your production database.

System extended stored procedures

An extended stored procedure (ESP) provides away to call external
language functions from within Adaptive Server. Adaptive Server
provides a set of ESPs; users can also create their own. The names of al
system extended stored procedures begin with “xp_", and are located in
the sybsystemprocs database.

One very useful system ESP isxp_cmdshell, which executes an operating
system command on the system that is running Adaptive Server.

You caninvoke asystem ESP just like asystem procedure. The difference
isthat a system ESP executes procedural language code rather than
Transact-SQL statements. All ESPs are implemented by an Open Server
application called X P Server, which runs on the same machine as Adaptive
Server. XP Server starts automatically on the first ESP innovation.

For information about the system ESPs provided with Adaptive Server,
see the Reference Manual.

13



Logging error messages

Creating system ESPs

Create a system ESP in the sybsystemprocs database using the create
procedure command. System procedures are automatically included in the
sybsystemprocs database. The name of the ESP, and its procedural
language function, should begin with “xp_". The uid of the stored
procedure must be 1, the uid of the Database Owner.

For general information about creating ESPs, see Chapter 15, “Using
Extended Stored Procedures’ in the Transact-SQL User’s Guide.

Logging error messages
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Adaptive Server writes start-up information to alocal error log file each
timeit starts. Theinstallation program automatically sets the error log
location when you configure anew Adaptive Server. Seethe configuration
documentation for your platform to learn the default location and file
name of the error log.

Many error messages from Adaptive Server go to the user’sterminal only.
However, fatal error messages (severity levels 19 and above), kernel error
messages, and informati onal messages from Adaptive Server arerecorded
inthe error log file.

Adaptive Server keepsthe error log file open until you stop the server
process. If you need to reduce the size of the error log by deleting old
messages, stop the Adaptive Server process before you do so.

Note On some platforms such as Windows NT, Adaptive Server also
records error messagesin the operating system event log. Seethe Adaptive
Server installation and configuration guide for additional information
about error logs.
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Connecting to Adaptive Server

The interfaces file

“Connect me
to the TEST
Adaptive Server.”

Adaptive Server can communicate with other Adaptive Servers, Open
Server applications, and client software on the network. Clients can talk to
one or more servers, and servers can communicate with other serversvia
remote procedure calls. In order for productsto interact with one another,
each needs to know where the others reside on the network. This network
service information is stored in the interfaces file.

The interfacesfile is usually named interfaces, interface, or sgl.ini,
depending on the operating system.

Theinterfacesfileislike an address book. It lists the name and address of
every known server. When you use aclient program to connect to a server,
the program looks up the server name in the interfaces file and then
connects to the server using the address, as shown in Figure 1-1.

Figure 1-1: Connecting to Adaptive Server

interfaces

interfaces file

TEST
TEST

_>Adaptive Server

The name, location, and contents of the interfaces file differ between
operating systems. Also, the format of the Adaptive Server addressesin
the interfaces file differs between network protocoals.
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Directory services

When you install Adaptive Server, the installation program creates a
simple interfaces file that you can use for local connections to Adaptive
Server over one or more network protocols. AsaSystem Administrator, it
isyour responsibility to modify theinterfacesfile and distributeit to users
so that they can connect to Adaptive Server over the network. See the
configuration documentation for your platform for information about the
interfacesfile for your platform.

A directory service manages the creation, modification, and retrieval of
network serviceinformation. Directory services are provided by platform
or third-party vendorsand must be purchased and install ed separately from
Adaptive Server. Two examples of directory servicesare NT Registry and
Distributed Computing Environment (DCE).

The $SYBASE/config/libtcl.cfg fileisa Sybase-supplied configuration file
used by servers and clients to determine:

*  Which directory service to use, and
» Thelocation of the specified directory service driver.

If nodirectory servicesareinstalled or listed in thelibtcl.cfg file, Adaptive
Server defaultsto the interfaces file for obtaining network service
information.

The System Administrator must modify the libtcl.cfg file as appropriate
for the operating environment.

Some directory services are specific to a given platform; others can be
used on several different platforms. Because of the platform-specific
nature of directory services, refer to the configuration documentation for
your platform for detailed information on configuring for directory
services.

LDAP as a directory service
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Lightweight Directory Access Protocol (LDAP) isanindustry standard for
accessing directory services. Directory servicesallow componentsto look
up information by a distinguished name (DN) from an LDAP server that
stores and manages server, user, and software information that is used
throughout the enterprise or over a network.
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The LDAP server can be located on adifferent platform from the one on
which Adaptive Server or the clients are running. LDAP defines the
communication protocol and the contents of messages exchanged between
clients and servers. Messages are operators, such as client requests for
read, write and query, and server responses, including data-format
information.

The LDAP server stores and retrieves information about:

e Adaptive Server, such as | P address, port number, and network
protocol

e Security mechanisms and filters

e High availability companion server name

The LDAP server can be configured with these access restrictions:
e Anonymous authentication — all datais visible to any user.

e User name and password authentication — Adaptive Server uses the
default user name and password from thefile:

UNIX, 32-bit — $SYBASE/$SYBASE_OCS config/libtcl.cfg
UNIX, 64-bit — $SYBASE/$SYBASE_OCSconfig/libtcl64.cfg
NT — %SYBASEY\%SYBASE _OCn\inilibtcl.cfg

User name and password authentication properties establish and end a
session connection to an LDAP server.

Note The user name and password that are passed to the LDAP server for
user authentication purposes are distinct and different from those used to
access Adaptive Server.

When an LDAP server is specified in the libtcl.cfg or libtcl64.cfg file
(collectively libtcl*.cfg file), the server information is accessible only
from the LDAP server. Adaptive Server ignores the interfacesfile.

If multiple directory services are supported in a server, then the order in
which they are searched is specified in libtcl*.cfg. You cannot specify the
search order with the dataserver command-line option.

17
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Multiple directory services

[DIRECTORY]

Any type of LDAP service, whether it is an actual server or a gateway to
other LDAP services, iscalled an LDAP server.

You can specify multiple directory services for high-availability failover
protection in libtcl*.cfg. Not every directory servicein thelist needsto be
an LDAP server.

In the following example, if the connection to test: 389 fails, the
connection fails over to the DCE driver with the specified DIT base. If this
also fails, aconnection to the LDAP server on huey: 11389 is attempted.
Different vendors employ different DIT base formats.

ldap=libdldap.so ldap://test:389/dc=sybase,dc=com
dce=1libddce.so ditbase=/.:/subsys/sybase/dataservers
ldap=libdldap.so ldap://huey:11389/dc=sybase,dc=com

Note For more information, see the Open Client Client-Library/C
Programmer’s Guide and the Open Client Client-Library/C Reference
Manual.

LDAP directory services versus the Sybase interfaces file

The LDAP driver implements directory services for use with an LDAP
server. LDAP directories are an infrastructure that provide:

* A network-based alternative to the traditional Sybase interfacesfile

» Asdingle, hierarchical view of information, including users, software,
resources, networks, files, and so on

Table 1-1 highlightsthe differences between the Sybase interfacesfile and
an LDAP server.

Table 1-1: interfaces file versus LDAP directory services

interfaces file

Directory services

Platform-specific

Platform-independent

Specific to each Sybase installation Centralized and hierarchical
Contains separate master and query entries  One entry for each server that is accessed by both clients and servers
Cannot store metadata about the server Stores metadata about the server

18
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Performance

Performance when using an LDAP server may be slower than when using
an interfaces file because the LDAP server requires timeto make a
network connection and retrieve data. Since this connection is made when
Adaptive Server is started, changes in performance will be seen at login
time, if at al. During normal system load, the delay should not be
noticeable. During high system load with many connections, especially
repeated connections with short duration, the overall performance
difference of using an LDAP server versus the traditional interfacesfile
might be noticeable.

Security features available in Adaptive Server

SQL Server version 11.0.6 passed the security eval uation by the National
Security Agency (NSA) at the Class C2 criteria. (The requirementsfor the
C2 criteriaare given by the Department of Defensein DOD
52.00.28-STD, Department of Defense Trusted Computer System
Evaluation Criteria [TCSEC], aso known as the “Orange Book.”)

The configuration of SQL Server version 11.0.6 that was evaluated at the
C2 security level by the NSA in 1996 on the HP 9000 HP-UX BLS, 9.09+
platformisreferred to asthe evaluated configuration. Certain features of
SQL Server, such as remote procedures and direct updates to system
tables, were excluded from the evaluated configuration. Notesin the
Adaptive Server documentation indicate particular features that were not
included inthe eval uated configuration. For acompletelist of featuresthat
were excluded from the evaluated configuration, see Appendix A in the
QL Server Installation and Configuration Guide for HP 9000 HP-UX
BLS 9.09+.

This version of Adaptive Server contains all of the security features
included in SQL Server release 11.0.6 plus some new security features.
Table 1-2 summarizes the mgjor features.

Table 1-2: Major security features

Security feature

Description

Discretionary Access
Controls (DAC)

Provides access controls that give object owners the ability to restrict access to objects,
usually with the grant and revoke commands. This type of control is dependent upon an
object owner’s discretion.

Identification and
authentication controls

Ensures that only authorized users can log in to the system.
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Security feature

Description

Division of roles

Allows you to grant privileged roles to specified users so that only designated users can
perform certain tasks. Adaptive Server has predefined roles, called “system roles,” such
as System Administrator and System Security Officer. In addition, Adaptive Server
allows System Security Officersto define additional roles, called “ user-defined roles.”

Network-based security

Provides security servicesto authenticate users and protect data transmitted among
machines on a network.

Auditing

Provides the capability to audit events such as logins, logouts, server boot operations,
remote procedure calls, accesses to database objects, and all actions by a specific user or
with aparticular roleactive. |n addition, Adaptive Server providesasingle option to audit
aset of server-wide security-relevant events.
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CHAPTER 2

System and Optional Databases

This chapter describes the system databases that reside on all Adaptive

Server systems. It also describes optional Sybase-supplied databases that
you can install, and a database that Sybase Technical Support may install
for diagnostic purposes.

Topic Page
Overview of system databases 21
master database 22
model database 24
sybsystemprocs database 25
tempdb database 26
sybsecurity database 27
sybsystemdb database 28
pubs2 and pubs3 sample databases 28
dbccdb database 30
sybdiag database 30

Overview of system databases

When you install Adaptive Server, it includes these system databases:

The master database
The model database

The system procedure database, sybsystemprocs
The temporary database, tempdb

Optionally, you can install:

The auditing database, sybsecurity
The two-phase commit transaction database, sybsystemdb

The sample databases, pubs2 and pubs3
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master database

master database
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*  Thedbcc database, dbcedb

For information about installing the master, model, sybsystemprocs, and
tempdb databases, see the installation documentation for your platform.
For information oninstalling dbccdb, see Chapter 25, “ Checking Database
Consistency.”

The master, model, and temporary databases reside on the device named
during installation, which is known as the master device. The master
database is contained entirely on the master device and cannot be
expanded onto any other device. All other databases and user objects
should be created on other devices.

Warning! Do not store user databases on the master device. Storing user
databases on the master device makesit difficult to recover the system
databases if they become damaged. Also, you will not be able to recover
user databases stored on the master device.

You should install the sybsecurity and sybsystemdb databases on their own
devices and segment. For more information, see the installation
documentation for your platform.

You can install the sybsystemprocs database on a device of your choice.
You may want to modify the installation scripts for pubs2 and pubs3 to
share the device you create for sybsystemprocs.

Theinstallpubs2 and the installpubs3 scripts do not specify adevicein
their create database statement, so they are created on the default device.
Atinstallation time, the master deviceisthe default device. To changethis,
you can either edit the scripts or follow the instructions in Chapter 16,
“Initializing Database Devices,” for information about adding more
database devices and designating default devices.

The master database controls the operation of Adaptive Server and stores
information about all user databases and their associated database devices.
Table 2-1 describes information the master database tracks.
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Table 2-1: Information the master database tracks

Information System table
User accounts syslogins
Remote user accounts sysremotelogins
Remote servers that this server can interact with sysservers
Ongoing processes sysprocesses
Configurable environment variables sysconfigures
System error messages sysmessages
Databases on Adaptive Server sysdatabases
Storage space allocated to each database sysusages
Tapes and disks mounted on the system sysdevices
Activelocks syslocks
Character sets syscharsets
Languages syslanguages
Users who hold server-wide roles sysloginroles
Server roles syssrvroles
Adaptive Server engines that are online sysengines

Because the master database stores information about user databases and
devices, you must be in the master database in order to issue the create
database, alter database, disk init, disk refit, disk reinit, and disk mirroring
commands.

Controlling object creation in master

When you first install Adaptive Server, only a System Administrator can
create objects in the master database, because the System Administrator
implicitly becomes “dbo” of any database he or she uses. Any objects
created on the master database should be used for the administration of the
system as awhole. Permissions in master should remain set so that most
users cannot create objects there.

Warning! Never place user objectsin master. Storing user objectsin
master can cause the transaction log to fill quickly. If the transaction log
runs out of space completely, you will not be able to use dump transaction
commandsto free space in master.
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model database

Another way to discourage users from creating objects in master isto
change the default database for users (the database to which auser is
connected when he or shelogsin) with sp_maodifylogin. See“ Adding users
to databases’ on page 346 for more information.

If you create your own system procedures, create them in the
sybsystemprocs database rather than in master.

Backing up master and keeping copies of system tables

To be prepared for hardware or software failure on Adaptive Server, the
two most important housekeeping tasks are:

»  Performing frequent backups of the master database and all user
databases. See “Keep up-to-date backups of master” on page 38 for
more information. See also Chapter 28, “ Restoring the System
Databases,” for an overview of the process for recovering the master
database.

»  Keepingacopy (preferably offline) of these system tables: sysusages,
sysdatabases, sysdevices, sysloginroles, and syslogins. See “Keep
offline copies of system tables’ on page 39 for more information. If
you have copies of these scripts, and ahard disk crash or other disaster
makes your database unusable, you can use the recovery procedures
describedin Chapter 28, “ Restoring the System Databases.” If you do
not have current copies of your scripts, it will be much more difficult
to recover Adaptive Server when the master database is damaged.

model database

Adaptive Server includes the model database, which provides atemplate,
or prototype, for new user databases. Each time a user enters the create
database command, Adaptive Server makes a copy of the model database
and extends the new database to the size specified by the create database
command.

Note A new database cannot be smaller than the model database.
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The model database contains the required system tables for each user
database. You can modify model to customize the structure of newly
created databases—everything you do to model will be reflected in each
new database. Some of the changesthat System Administratorscommonly
make to model are;

e Adding user-defined datatypes, rules, or defaults.

e Adding users who should have accessto all databases on Adaptive
Server.

e Granting default privileges, particularly for “guest” accounts.

e Setting database options such as select into/bulkcopy/plisort. The
settings will bereflected in all new databases. Their original valuein
model is off. For more information about the database options, see
Chapter 22, “ Setting Database Options.”

Typically, most users do not have permission to modify the model
database. Thereisnot much point in granting read permission either, since
Adaptive Server copies its entire contents into each new user database.

The size of model cannot be larger than the size of tempdb. By default, the
size of the model database is four allocation units. Adaptive Server
displays an error message if you try to increase the size of model without
making tempdb at least as large.

Note Keep abackup copy of the model database, and back up model with
dump database each time you changeit. In case of mediafailure, restore
model as you would a user database.

sybsystemprocs database

Sybase system procedures are stored in the database sybsystemprocs.
When a user in any database executes any stored procedure, Adaptive
Server first looks for that procedurein the user’s current database. If there
is no procedure there with that name, Adaptive Server looks for it in
sybsystemprocs. If there is no procedure in sybsystemprocs by that name,
Adaptive Server looks for the procedure in master.
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tempdb database

If the procedure modifies system tables (for example, sp_adduser modifies
the sysusers table), the changes are made in the database from which the
procedure was executed.

To change the default permissions on system procedures, you must modify
those permissions in sybsystemprocs.

Note Any timeyou make changesto sybsystemprocs, you should back up
the database.

tempdb database

Adaptive Server hasatemporary database, tempdb. It providesastorage
areafor temporary tables and other temporary working storage needs. The
spacein tempdb is shared among all users of all databases on the server.

Thedefault size of tempdb depends onthelogical pagesizefor your server,
either 2, 4, 8, or 16K. Certain activities may make it necessary to increase
the size of tempdb. The most common of these are;

* Largetemporary tables.
* Alot of activity on temporary tables, which fills up the tempdb logs.

» Large sorts or many simultaneous sorts. Subqueries and aggregates
with group by aso cause some activity in tempdb.

You can increasethe size of tempdb with alter database. tempdb isinitially
created on the master device. Space can be added from the master device
or from any other database device.

Creating temporary tables
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No special permissions are required to use tempdb, that is, to create
temporary tables or to execute commands that may reguire storage space
in the temporary database.

Createtemporary tableseither by preceding thetable namein acreate table
statement with a pound sign (#) or by specifying the name prefix
“tempdb..”.



CHAPTER 2 System and Optional Databases

Temporary tables created with a pound sign are accessible only by the
current Adaptive Server session: users on other sessions cannot access
them. These nonsharable, temporary tables are destroyed at the end of
each session. Thefirst 13 bytes of the table’s name, including the pound
sign (#), must be unique. Adaptive Server assignsthe names of such tables
a 17-byte number suffix. (You can see the suffix when you query
tempdb..sysobjects.)

Temporary tables created with the “tempdb..” prefix are stored in tempdb
and can be shared among Adaptive Server sessions. Adaptive Server does
not changethe names of temporary tables created thisway. Thetableexists
either until you restart Adaptive Server or until its owner dropsit using
drop table.

System procedures work on temporary tables, but only if you use them
from tempdb.

If astored procedure creates temporary tables, thetables are dropped when
the procedure exits. Temporary tables can aso be dropped explicitly
before a session ends.

Warning! Do not create temporary tableswith the“tempdb..” prefix from
inside a stored procedure unless you intend to share those tables among
other users and sessions.

Each time you restart Adaptive Server, it copies model to tempdb, which
clears the database. Temporary tables are not recoverable.

sybsecurity database

The sybsecurity database contains the audit system for Adaptive Server. It
consists of:

e Thesystemtables, sysaudits_01, sysaudits_02, ... sysaudits_08, which
contain the audit trail

*  The sysauditoptions table, which contains rows describing the global
audit options

e All other default system tables that are derived from model
The audit system is discussed in more detail in Chapter 12, “ Auditing.”
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sybsystemdb database

The sybsystemdb database stores information about distributed
transactions. Adaptive Server versions 12.0 and later can provide
transaction coordination services for transactions that are propagated to
remote servers using remote procedure calls (RPCs) or Component
Integration System (CIS). Information about remote servers participating
in distributed transactions is stored in the syscoordinations table.

Note Adaptive Server version 12.0 and later distributed transaction
management services are avail able as a separately-licensed feature. You
must purchase and install avalid license for Distributed Transaction
Management beforeit can be used. See Using Adaptive Server Distributed
Transaction Management Features and the installation guide for more
information.

The sybsystemdb database also stores information about SY B2PC
transactions that use the Sybase two-phase commit protocol. The
spt_committab table, which stores information about and tracks the
completion status of each two-phase commit transaction, is stored in the
sybsystemdb database.

Two-phase commit transactions and how to create the sybsystemdb
databaseis discussed in detail in the configuration documentation for your
platform.

pubs2 and pubs3 sample databases
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Installing the pubs2 and pubs3 sample databasesis optional. These
databases are provided as alearning tool for Adaptive Server. The pubs2
sample database is used for most of the examplesin the Adaptive Server
documentation, except for examples, where noted, that use the pubs3
database. For information about installing pubs2 and pubs3, see the
installation documentation for your platform. For information about the
contents of these sample databases, see the Transact-SQL User’s Guide.
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Maintaining the sample databases

pubs2 image data

The sample databases contain a“guest” user that allows access to the
database by any authorized Adaptive Server user. The “guest” user has
been given awide range of privilegesin pubs2 and pubs3, including
permissions to select, insert, update, and delete user tables. For more
information about the “guest” user and alist of the guest permissionsin
pubs2 and pubs3, see Chapter 10, “Managing Adaptive Server Loginsand
Database Users.”

The size of the pubs2 and pubs3 databases are determined by the size of
the logical page size for your server, 2, 4, 8, and 16K. If possible, you
should give each new user a clean copy of pubs2 and pubs3 so that she or
heis not confused by other users' changes. If you want to place pubs2 or
pubs3 on a specific database device, edit the installation script before
installing the database.

If spaceis aproblem, you can instruct users to issue the begin transaction
command before updating a sample database. After the user has finished
updating one of the sample databases, he or she can issue the rollback
transaction command to undo the changes.

Adaptive Server includes a script for installing image datain the pubs2
database (pubs3 does not use the image data). The image data consists of
six pictures, two each in PICT, TIF, and Sun raster file formats. Sybase
does not provide any tools for displaying image data. You must use the
appropriate screen graphicstools to display the images after you extract
them from the database.

See the the installation documentation for your platform for information
about installing the image datain pubs2.
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dbccdb database

dbccdb database

dbcc checkstorage records configuration information for the tar get
database, operation activity, and the results of the operation in the dbccdb
database. Stored in the database are dbcc stored procedures for creating
and maintaining dbccdb and for generating reports on the results of dbcc
checkstorage operations. For more information, see Chapter 25,
“Checking Database Consistency.”

sybdiag database
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Sybase Technical Support may create the sybdiag database on your system
for debugging purposes. This database holds diagnostic configuration
data, and should not be used by customers.
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This chapter:
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Experienced administrators may also find this chapter useful for
organizing their ongoing maintenance activities.

Logical page sizes

Thelogical page sizeis a server-wide setting. You cannot have databases
with varyingly sized logical pages within the same server. Adaptive
Server alows you to create master devices and databases with logical
page sizesof 2K, 4K, 8K, or 16K, but agiven server installation can have
only one of these four logical page sizes. All databases in a server—and

all objectsin every database—use the same logical page size.
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Using “test” servers

You sel ect the page size when you create the master device with dataserver
-z. All the logical pages of aserver must be the same size. For instance, all
the pages on a server with alogical page size of 4K must be 4K, even
though you may not use some pages beyond the initial 2K.

For moreinformation about the dataserver command see the Utility Guide.
For more information about logical page sizes, see Chapter 18,
“Configuring Memory.”

Using “test” servers

Itisalwaysbesttoinstall and usea*“test” and/or “devel opment” Adaptive
Server, then remove it before you create the “ production” server. Using a
test server makesit easier to plan and test different configurations and less
stressful to recover from mistakes. It ismuch easier to learn how to install
and administer new features when there is no risk of having to restart a
production server or re-create a production database.

If you decide to use atest server, we suggest that you do so from the point
of installing or upgrading Adaptive Server through the process of
configuring the server. It isin these steps that you make some of the most
important decisions about your final production system. The following
sections describe the waysin which using atest server can help System
Administrators.

Understanding new procedures and features
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Using atest server allows you to practice basic administration procedures
before performing them in a production environment. If you are a new
Adaptive Server administrator, many of the procedures discussed in this
book may be unfamiliar to you, and it may take several attempts to
complete atask successfully. However, even experienced administrators
will benefit from practicing techniquesthat areintroduced by new features
in Adaptive Server.
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Planning resources

Working with atest server helps you plan the final resource requirements
for your system and helps you discover resource deficiencies that you
might not have anticipated.

In particular, disk resources can have adramatic effect on thefinal design
of the production system. For example, you may decide that a particular
database requires nonstop recovery in the event of amediafailure. This
would necessitate configuring one or more additional database devicesto
mirror the critical database. Discovering these resource requirementsin a
test server allowsyou to changethe physical layout of databases and tables
without affecting database users.

You can al so use atest server to benchmark both Adaptive Server and your
applications using different hardware configurations. This allows you to
determine the optimal setup for physical resources at both the Adaptive
Server level and the operating system level before bringing the entire
system online for general use.

Achieving performance goals

Most performance objectives can be met only by carefully planning a
database’s design and configuration. For example, you may discover that
theinsert and 1/0O performance of a particular tableis a bottleneck. In this
case, the best course of action may be to re-create the table on a dedicated
segment and partition the table. Changes of this nature are disruptiveto a
production system; even changing a configuration parameter may require
you to restart Adaptive Server.

Installing Sybase products

The responsibility for installing Adaptive Server and other Sybase
products is sometimes placed with the System Administrator. If
installation is one of your responsibilities, use the following pointersto
help you in the process.
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Installing Sybase products

Check product compatibility

Before installing new products or upgrading existing products, always
read the rel ease bulletin included with the products to understand any
compatibility issues that might affect your system. Compatibility
problems can occur between hardware and software and between different
release levels of the same software. Reading the release bulletinin
advance can save the time and guesswork of troubleshooting known
compatibility problems.

Also, refer to the lists of known problemsthat are installed with Adaptive
Server. See the release bulletin for more information.

Install or upgrade Adaptive Server

Read through the installation documentation for your platform before you
begin anew installation or upgrade. You need to plan parts of the
installation and configure the operating system before installing Adaptive
Server. Itisalso helpful to consult with the operating system administrator
to discuss operating system requirements for Adaptive Server. These
requirements can include the configuration of memory, raw devices,
asynchronous 1/0O, and other features, depending on the platform you use.
Many of these tasks must be completed before you have begun the
installation.

If you are upgrading a server, back up all data (including the master
database, user databases, triggers, and system procedures) offline before
you begin. After upgrading, immediately create a separate, full backup of
your data, especialy if there are incompatibilities between older dump
files and the newer versions.

Install additional third-party software

Network protocols

34

Adaptive Server generally includes support for the network protocol(s)
that are common to your hardware platform. If your network supports
additional protocols, install the required protocol support.
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Directory services As an dternative to the Sybase interfacesfile, you can use a directory
service to obtain a server’s address and other network information.
Directory services are provided by platform or third-party vendors and
must be purchased and installed separately from the installation of
Adaptive Server. For moreinformation on directory services currently
supported by Adaptive Server, see the configuration documentation for
your platform. See also “ Directory services’ on page 16.

Configure and test client connections

A successful client connection depends on the coordination of Adaptive
Server, the client software, and network products. If you are using one of
the network protocolsinstalled with Adaptive Server, see the
configuration documentation for your platform for information about
testing network connections. If you are using adifferent network protocol,
follow theinstructionsthat areincluded with the network product. You can
also use“ping” utilities that are included with Sybase connectivity
products to test client connections with Adaptive Server. For ageneral
description of how clients connect to Adaptive Server, see” Connecting to
Adaptive Server” on page 15. See al so the configuration documentation
for your platform for detail s about the name and contents of the interfaces
file.

Allocating physical resources

Allocating physical resourcesisthe process of giving Adaptive Server the
memory, disk space, worker processes, and CPU power required to
achieve your performance and recovery goals. When installing a new
server, every System Administrator must make decisions about resource
utilization. You will also need to reallocate Adaptive Server’sresourcesif
you upgrade your platform by adding new memory, disk controllers, or
CPUs, or if the design of your database system changes. Or, early
benchmarking of Adaptive Server and your applications can help you spot
deficiencies in hardware resources that create performance bottlenecks.
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Allocating physical resources

See Chapter 15, “Overview of Disk Resource Issues,” in this manual to
understand the kinds of disk resources required by Adaptive Server. See
also Chapter 18, “ Configuring Memory,” and Chapter 20, “Managing
Multiprocessor Servers,” for information about memory and CPU
resources.

The following sections provide helpful pointersin determining physical
resource requirements.

Dedicated vs. shared servers

Thefirst step in planning Adaptive Server resources is understanding the
resources required by other applications running on the same machine. In
most cases, System Administrators dedicate an entire machine for
Adaptive Server use. This means that only the operating system and
network software consume resources that otherwise might be reserved for
Adaptive Server. On ashared system, other applications, such as Adaptive
Server client programs or print servers, run on the same machine as
Adaptive Server. It can be difficult to calculate the resources available to
Adaptive Server on a shared system, because the types of programs and
their pattern of use may change over time.

In either case, it isthe System Administrator’s responsibility to take into
account the resources used by operating systems, client programs,
windowing systems, and so forth when configuring resourcesfor Adaptive
Server. Configure Adaptive Server to use only the resources that are
available to it. Otherwise, the server may perform poorly or fail to start.

Decision support and OLTP applications
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Adaptive Server contains many features that optimize performance for
OLTP, decision support, and mixed workload environments. However,
you must determine in advance the requirements of your system’s
applications to make optimal use of these features.

For mixed workload systems, list theindividual tables that you anticipate
will be most heavily used for each type of application; this can help you
achieve maximum performance for applications.
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Advance resource planning

It is extremely important that you understand and plan resource usage in
advance. In the case of disk resources, for example, after you initialize and
allocate a device to Adaptive Server, that device cannot be used for any
other purpose (even if Adaptive Server never fills the device with data).
Likewise, Adaptive Server automatically reserves the memory for which
it isconfigured, and this memory cannot be used by any other application.

The following suggestions can help you plan resource usage:

For recovery purposes, it is always best to place adatabase’s
transaction log on a separate physical device from its data. See
Chapter 21, “Creating and Managing User Databases.”

Consider mirroring devicesthat store mission-critical data. See
Chapter 17, “Mirroring Database Devices.” You may also consider
using disk arrays and disk mirroring for Adaptive Server data if your
operating system supports these features.

If you are working with atest Adaptive Server, it is sometimes easier
toinitialize database devices as operating systemfiles, rather than raw
devices, for convenience. Adaptive Server supports either raw
partitions or certified file systems for its devices.

Keep in mind that changing configuration options can affect the way
Adaptive Server consumes physical resources. Thisisespecialy true
of memory resources. See Chapter 5, “ Setting Configuration
Parameters,” for details about the amount of memory used by
individual parameters.

Operating system configuration

Once you have determined the resources that are available to Adaptive
Server and the resources you require, configure these physical resources at
the operating system level:

If you are using raw partitions, initialize the raw devices to the sizes
required by Adaptive Server. Note that, if you initialize araw device
for Adaptive Server, that device cannot be used for any other purpose
(for example, to store operating system files). Ask your operating
system administrator for assistanceininitializing and configuring raw
devicesto the required sizes.
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e Configure the number of network connections. Make sure that the
machine on which Adaptive Server runs can actually support the
number of connections you configure. See your operating system
documentation.

» Additional configuration may be required for your operating system
and the applicationsthat you use. Read theinstall ation documentation
for your platform to understand the Adaptive Server operating system
requirements. Also read your client software documentation or
consult with your engineers to understand the operating system
requirements for your applications.

Backup and recovery

Making regular backups of your databasesis crucial to the integrity of
your database system. Although Adaptive Server automatically recovers
from system crashes (for example, power outages) or server crashes, only
you can recover from data loss caused by media failure. Follow the basic
guidelines below for backing up your system.

The following chapters describe how to devel op and implement a backup
and recovery plan:

»  Chapter 26, “Developing a Backup and Recovery Plan”
»  Chapter 27, “Backing Up and Restoring User Databases’
»  Chapter 28, “Restoring the System Databases”

»  Chapter 29, “Managing Free Space with Thresholds’

Keep up-to-date backups of master
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Backing up the master database is the cornerstone of any backup and
recovery plan. The master database contains detail s about the structure of
your entire database system. Its keeps track of the Adaptive Server
databases, devices, and device fragments that make up those databases.
Because Adaptive Server needs thisinformation during recovery, it is
crucial to maintain an up-to-date backup copy of the master database at all
times.
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To ensure that your backup of master is always up to date, back up the
database after each command that affects disks, storage, databases, or
segments. This means you should back up master after performing any of
the following procedures:

e Creating or deleting databases

e Initializing new database devices

e Adding new dump devices

e Using any device mirroring command

e Creating or dropping system stored procedures, if they are stored in
master

e Creating, dropping, or modifying a segment
e Adding new Adaptive Server logins

To back up master to atape device, start isql and enter the command, where
tape_device is the name of the tape device (for example, /dev/rmt0):

dump database master to "tape device"

Keep offline copies of system tables

In addition to backing up master regularly, keep offline copies of the
contents of the following system tables: sysdatabases, sysdevices,
sysusages, sysloginroles, and syslogins. Do this by using the bcp utility
described in the Utility Guide, and by storing aprinted copy of the contents
of each system table. You can create a printed copy by printing the output
of the following queries:

select * from sysusages order by vstart
select * from sysdatabases

select * from sysdevices

select * from sysloginroles

select * from syslogins

If you have copies of these tables, and a hard disk crash or some other
disaster makes your database unusable, you will be able to use the
recovery procedures described in Chapter 28, “Restoring the System
Databases.”

You should also keep copies of all data definition language (DDL) scripts
for user objects, as described under “Keeping records’ on page 42.
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Automate backup procedures

Creating an automated backup procedure takes the guesswork out of
performing backups and makes the procedure easier and quicker to
perform. Automating backups can be as simple as using an operating
system script or a utility (for example, the UNIX cron utility) to perform
the necessary backup commands. Or you can automate the procedure
further using thresholds, which are discussed in Chapter 29, “Managing
Free Space with Thresholds.”

Creating an automated backup procedure

Although the commands required to create an automated script vary,
depending on the operating system you use, all scripts should accomplish
the same basic steps:

1 Sartisgl and dump thetransaction log to aholding area (for example,
atemporary file).

2 Rename the dump file to a name that contains the dump date, time,
and database name.
Make a note about the new backup in a history file.

4  Record any errors that occurred during the dump in a separate error
file.

5 Automatically send mail to the System Administrator for any error
conditions.

Although the commands required to create an automated script vary,
depending on the operating system you use, all scripts should accomplish
the same basic steps:

Verify data consistency before backing up a database
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Having backups of a database sometimesis not enough—you must have
consistent, accurate backups (especially for master). If you back up a
database that contains internal errors, the database will have the same
errors when you restore it.

Using the dbcc commands, you can check a database for errors before
backing it up. Always use dbcc commands to verify the integrity of a
database before dumping it. If dbcc detects errors, correct them before
dumping the database.
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Over time, you can begin to think of running dbcc as insurance for your
databases. If you discovered few or no errors while running dbcc in the
past, you may decide that therisk of database corruption is small and that
dbcc needs to be run only occasionally. Or, if the consegquences of losing
data are too high, you should continue to run dbcc commands each time
you back up a database.

Note For performance considerations, many sites choose to run dbcc
checks outside of peak hours or on separate servers.

See Chapter 25, “ Checking Database Consistency,” for information about
the dbcc command.

Monitor the log size

When the transaction |og becomes nearly full, it may beimpossibleto use
standard procedures to dump transactions and reclaim space. The System
Administrator should monitor the log size and perform regular transaction
log dumps (in addition to regular database dumps) to make sure this
situation never occurs. Use the preferred method of setting up athreshold
stored procedure that notifiesyou (or dumpsthelog) when the log reaches
a certain capacity. See Chapter 29, “Managing Free Space with
Thresholds,” for information about using threshold procedures. It isalso
good to dump the transaction log just prior to doing afull database dump
in order to shorten the time required to dump and load the database.

You can also monitor the space used in the log segment manually by using
the sp_helpsegment stored procedure, as described under “ Getting
information about segments” on page 709.

Ongoing maintenance and troubleshooting

In addition to making regularly scheduled backups, the System
Administrator performs the following maintenance activities throughout
thelife of aserver.
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Keeping records

Starting and stopping Adaptive Server

Most System Administrators automate the procedurefor starting Adaptive
Server to coincide with the start-up of the server machine. This can be
accomplished by editing operating system start-up scripts or through other
operating system procedures. See the configuration documentation for
your platform to determine how to start and stop Adaptive Server.

Viewing and pruning the error log

Keeping records
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You should examine the contents of the error log on aregular basis to
determine if any serious errors have occurred. You can also use operating
system scriptsto scan the error log for particular messages and to notify
the System Administrator when specific errors occur. Checking the error
log regularly helps you determine whether there are continuing problems
of the same nature or whether a particular database device is going bad.
See Chapter 4, “Diagnosing System Problems,” for more information
about error messages and their severity.

Theerror logfile can grow large over time, since Adaptive Server appends
informational and status messagesto it each time it starts up. You can
periodically “prune” the log file by opening the file and deleting old
records. Keeping the log file to a manageabl e size saves disk space and
makesiit easier to locate current errors.

Keeping records about your Adaptive Server system is an important part
of your job as a System Administrator. Accurate records of changes and
problemsthat you have encountered can be avaluable reference when you
are contacting Sybase Technical Support or recovering databases. More
important, they can provide vital information for administrators who
manage the Adaptive Server system in your absence. The following
sections describe the kinds of records that are most valuable to maintain.
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Contact information

Maintain alist of contact information for yourself as well asthe System
Security Officer, operator, and database owners on your system. Also,
record secondary contacts for each role. Make this information available
to all Adaptive Server users so that the appropriate contacts receive
enhancement requests and problem reports.

Configuration information

Ideally, you should create databases, create database objects, and
configure Adaptive Server using script filesthat you later storein asafe
place. Storing the script files use makesit possible to re-create your entire
system in the event of a disaster. It also alows you to re-create database
systems quickly on new hardware platforms for evaluation purposes. If
you use a third-party tool to perform system administration, remember to
generate equivalent scripts after performing administration tasks.

Consider recording the following kinds of information:

»  Commands used to create databases and database objects (DDL
scripts)

e Commands that add new Adaptive Server logins and database users

e The current Adaptive Server configuration file, as described in
“Using sp_configure with a configuration file” on page 84

*  Thenames, locations, and sizes of all filesand raw devicesinitialized
as database devices

It isaso helpful to maintain a dated log of all changes to the Adaptive
Server configuration. Mark each change with a brief description of when
and why you made the change, as well a summary of the end result.

Maintenance schedules

Keep a calendar of regularly scheduled maintenance activities. Such a
calendar should list any of the procedures you perform at your site:

e Using dbcc to check database consistency
«  Backing up user and system databases

43



Keeping records

System information

Disaster recovery plan
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Monitoring the space left in transaction logs (if thisis not done
automatically)

Dumping the transaction log

Examining the error log contents for Adaptive Server, Backup
Server™, and Adaptive Server Monitor™

Running the update statistics command (see Chapter 35, “Using the
set statistics Commands,” in the Performance and Tuning Guide)

Examining auditing information, if the auditing option isinstalled
Recompiling stored procedures

Monitoring the resource utilization of the server machine

Record information about the hardware and operating system on which
you run Adaptive Server. This can include:

Copies of operating system configuration files or start-up files

Copies of network configuration files (for example, the hosts and
servicesfiles)

Names and permissions for the Adaptive Server executable files and
database devices

Names and | ocations of the tape devices used for backups

Copies of operating system scripts or programs for automated
backups, starting Adaptive Server, or performing other administration
activities

Consolidate the basi ¢ backup and recovery procedures, the hints provided
in “Backup and recovery” on page 38, and your personal experiencesin
recovering datainto aconcise list of recovery stepstailored to your
system. This can be useful to both yourself and to other System
Administrators who may need to recover a production system in the event
of an emergency.
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Getting more help

The amount of new information that System Administrators must learn
may seem overwhelming. There are several software tools that can help
you learn and facilitate basic administration tasks. Theseinclude Adaptive
Server Monitor, used for monitoring server performance and other
activities, and Sybase Central, which simplifies many administration
tasks. Also available are many third-party software packages designed to
help System Administrators manage daily maintenance activities.
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CHAPTER 4 Diagnosing System Problems

This chapter discusses diagnosing and fixing system problems.

Topic Page
How Adaptive Server uses error messages to respond to system 47
problems

Adaptive Server error logging 50
Backup Server error logging 59
Killing processes 61
Configuring Adaptive Server to save SQL batch text 64
Shutting down servers 70
Learning about known problems 72

How Adaptive Server uses error messages to respond
to system problems

When Adaptive Server encounters a problem, it displaysinformation—in
an error message that describeswhether the problem is caused by the user
or the system—about the problem, how seriousit is, and what you can do
tofix it. The error message consists of:

* A message number, which uniquely identifies the error message

e A severity level number between 10 and 24, whichindicatesthetype
and severity of the problem

* Anerror state number, which allows unique identification of the
line of Adaptive Server code at which the error was raised

* Anerror message, which tells you what the problem is, and may
suggest how to fix it

For example, thisiswhat happensif you try to access atable that does not
exist:

select * from publisher

47



How Adaptive Server uses error messages to respond to system problems

Msg 208, Level 16, State 1:
publisher not found. Specify owner.objectname or use
sp_help to check whether the object exists (sp help
may produce lots of output) .

In some cases, there can be more than one error message for asingle query.
If thereis morethan one error in abatch or query, Adaptive Server usually
reportsonly thefirst one. Subsequent errors are reported the next timeyou
execute the batch or query.

The error messages are stored in master..sysmessages, which is updated
with each new release of Adaptive Server. Here are the first few rows
(from an Adaptive Server with us_english as the default language):

select error, severity, description
from sysmessages

where error >=101 and error <=106
and langid is null

error severity description

101 15 Line %d: SQL syntax error.

102 15 Incorrect syntax near '$.*s'.

103 15 The %S _MSG that starts with ’'%.*s’ is too long.
Maximum length is %d.

104 15 Order-by items must appear in the select-1list if
the statement contains set operators.

105 15 Unclosed quote before the character string '$.*s'.

106 16 Too many table names in the query. The maximum

allowable is %d.

(6 rows affected)

You can generate your own list by querying sysmessages. Hereis some
additional information for writing your query:

» If your server supports more than one language, sysmessages stores
each message in each language. The column langid isNULL for
us_english and matches the syslanguages.langid for other languages
installed on the server. For information about languages on your
server, use sp_helplanguage.

*  Thedlevel column in sysmessages is currently unused.

»  Thesglstate column stores the SQL STATE value for error conditions
and exceptions defined in ANSI SQL92.

*  Message numbers 17000 and greater are system procedure error
messages and message strings.
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Error messages and message numbers

The combination of message number (error) and language ID (langid)
uniquely identifies each error message. Messages with the same message
number but different language I Ds are trand ations.

select error, description, langid
from sysmessages
where error = 101

error description langid
101 Line %d: SQL syntax error. NULL
101 Ligne %1!: erreur de syntaxe SQL. 1
101 Zeile %1!: SQL Syntaxfehler. 2

(3 rows affected)

The error message text is a description of the problem. The descriptions
often include aline number, areference to akind of database object (a
table, column, stored procedure, and so forth), or the name of a particular
database object.

In the description field of sysmessages, a percent sign (%) followed by a
character or character string serves as a placeholder for these pieces of
data, which Adaptive Server supplieswhen it encounters the problem and
generates the error message. “%d” is a placeholder for a number;
“%S MSG” isaplaceholder for akind of database object; “%.*s"—all
within quotes—is a placeholder for the name of a particular database
object. Table 4-1 lists placeholders and what they represent.

For example, the description field for message number 103 is:

The %S_MSG that starts with '%$.*s' is too long.
Maximum length is %d.

The actual error message as displayed to a user might be:

The column that starts with 'title' is too long.
Maximum length is 80.

For errors that you report to Technical Support, it isimportant that you
include the numbers, object types, and object names. (See “ Reporting
errors’ on page 59.)
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Variables in error message text

Table 4-1 explains the symbol s that appear in the text provided with each
error message explanation:

Table 4-1: Error text symbols key

Symbol Stands for

%d, %D Decimal number

%x,%X,%.* X, %I x, %04x, %08Ix Hexadecimal number

%s Null-terminated string

%.*s, %*s, %*.s String, usually the name of a particular database object
%S _type Adaptive Server-defined structure

%cC Single character

%f Floating-point number

%lId Long decimal

%lf Double floating-point number

Adaptive Server error logging

Error messages from Adaptive Server are sent only to the user’s screen.

The stacktrace from fatal error messages (severity levels 19 and higher)
and error messages from the kernel are also sent to an error log file. The
name of thisfile varies; see the configuration documentation for your
platform or the Utility Guide.

Note Theerror log fileisowned by theuser whoinstalled Adaptive Server
(or the person who started Adaptive Server after an error log was
removed). Permissions or ownership problems with the error log at the
operating system level can block successful start-up of Adaptive Server.

50



CHAPTER 4 Diagnosing System Problems

Error log format

Adapitve Server creates an error log for you if one does not already exist.
You specify the location of the error log at start-up with the errorlogfile
parameter in the runserver file or at the command line. The Sybase
installation utility configures the runserver file with $SYBASE/install as
the location of the error log if you do not choose an alternate location
during installation. If you do not specify the location in the runserver file
or at the command line, the location of the error log is the directory from
which you start Adaptive Server. For more information about specifying
the location of the error log, see description of the dataserver command in
the Utility Guide.

Note Always start Adaptive Server from the same directory, or with the
runserver file or the error log flag, so that you can locate your error log.

Eachtimeyou start aserver, messagesin the error log provideinformation
on the success (or failure) of the start and the recovery of each database on
the server. Subsequent fatal error messages and all kernel error messages
are appended to the error log file. If you need to reduce the size of the error
log by deleting old or unneeded messages, you must “prune” thelog while
Adaptive Server is shut down.

Entriesin the error log include the following information:

* Theengineinvolved for each log entry. The engine number is
indicated by a 2-digit number. If only one engineisonline, the display
is“00.”

e Thefamily ID of the originating thread:
* Inseria processing, the display is “00000.”

* Inparallel processing, the display isthe server process ID
number of the parent of the originating thread.

*  The server process ID of the originating thread:

* Inseria processing, thisisthe server process ID number of the
thread that generated the message. If the thread is a system task,
then the display is “00000.”

e Inparallel processing, thisisthe server process |D number of the
originating thread.
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e Thedate, displayed in the format yyyy/mm/dd, which allows you to
sort error messages by date.

e Thetime, displayed in 24-hour format, which includes seconds and
hundredths of a second.

e Theword “server” or “kernel.” Thisentry isfor Sybase Technical
Support use only.

»  The error message itself.
Figure 4-1 shows two examples of aline from an error log:
Figure 4-1: Error log format
Single-engine server

00:00000:00008:1997/05/16_15:11:46.58 server Process id

9 killed by Hgﬁgiiie danighm\giii\ifocess id 3507.

Server Process ID Date and Time

Family\‘ID / /

Engine number/‘700:00345:00023:1997/04/16 12:48:58.76 server The
configuration option 'allow updates to system tables' has
been changed by 'sa' from 'l' to '0'.'

Multi-engine server
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Severity levels

The severity level of a message indicates information about the type and
severity of the problem that Adaptive Server has encountered. For
maximum integrity, when Adaptive Server respondsto error conditions, it
displays messages from sysmessages, but takes action according to an
internal table. A few corresponding messages differ in severity levels, so
you may occasionally notice a difference in expected behavior if you are
developing applications or procedures that refer to Adaptive Server
messages and severity levels.

Warning! You can create your own error numbers and messages based on
Adaptive Server error numbers (for example, by adding 20,000 to the
Adaptive Server value). However, you cannot alter the Adaptive Server-
supplied system messages in the sysmessages system table.

You can add user-defined error messages to sysusermessages with
sp_addmessage. See the Reference Manual.

Users should inform the System Administrator whenever problems that
generate severity levelsof 17 and higher occur. The System Administrator
is responsible for resolving them and tracking their frequency.

If the problem has affected an entire database, the System Administrator
may have to use the database consistency checker (dbcc) to determinethe
extent of the damage. The dbcc may identify some objectsthat haveto be
removed. It can repair some damage, but the database may have to be
reloaded.

For more information, refer to the following chapters:
e dbcc isdiscussed in Chapter 25, “ Checking Database Consistency.”

e Loading auser databaseisdiscussed in Chapter 27, “Backing Up and
Restoring User Databases.”

e Loading system databasesis discussed in Chapter 28, “Restoring the
System Databases.”

The following sections discuss each severity level.
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Levels 10-18

Error messages with severity levels 10-16 are generated by problems that
are caused by user errors. These problems can always be corrected by the
user. Severity levels 17 and 18 do not terminate the user’s session.

Error messageswith severity levels 17 and higher should bereported to the
System Administrator or Database Owner.

Level 10: Status information

M essages with severity level 10 are not errors at all. They provide
additional information after certain commands have been executed and,
typically, do not display the message number or severity level. For
example, after acreate database command has been run, Adaptive Server
displays a message telling the user how much of the requested space has
been allocated for the new database.

Level 11: Specified database object not found

Messages with severity level 11 indicate that Adaptive Server cannot find
an object that was referenced in the command.

Thisis often because the user has made a mistake in typing the name of a
database object, because the user did not specify the object owner’sname,
or because of confusion about which database is current. Check the
spelling of the object names, use the owner names if the object is not
owned by you or “dbo,” and make sure you are in the correct database.

Level 12: Wrong datatype encountered

Messages with severity level 12 indicate a problem with datatypes. For
example, the user may have tried to enter avalue of the wrong datatypein
acolumn or to compare columns of different and incompatible datatypes.

To correct comparison problems, use the convert function with select. For
information on convert, see the Reference Manual or the Transact-SQL
User’s Guide.
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Level 13: User transaction syntax error

Messages with severity level 13 indicate that something iswrong with the
current user-defined transaction. For example, you may have issued a
commit transaction command without having issued a begin transaction or
you may havetried to roll back atransaction to a savepoint that has not
been defined (sometimes there may be atyping or spelling mistake in the
name of the savepoint).

Severity level 13 can also indicate a deadlock, in which case the deadl ock
victim's processisrolled back. The user must restart his or her command.

Level 14: Insufficient permission to execute command

Messages with severity level 14 mean that you do not have the necessary
permission to execute the command or accessthe database object. You can
ask the owner of the database object, the owner of the database, or the
System Administrator to grant you permission to use the command or
object in question.

Level 15: Syntax error in SQL statement

Messages with severity level 15 indicate that the user has made a mistake
in the syntax of the command. The text of these error messages includes

the line numbers on which the mistake occurs and the specific word near
which it occurs.

Level 16: Miscellaneous user error

Most error messages with severity level 16 reflect that the user has made
anonfatal mistake that does not fall into any of the other categories.
Severity level 16 and higher can also indicate software or hardware errors.

For example, the user may have tried to update a view in away that
violates the restrictions. Another error that fallsinto this category is
unqualified column namesin acommand that includes more than onetable
with that column name. Adaptive Server has no way to determine which
one the user intends. Check the command syntax and working database
context.
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Messagesthat ordinarily have severitiesgreater than 16 will show severity
16 when they are raised by dbcc checktable or dbcc checkalloc so that
checks can continue to the next object. When you are running the dbcc
utility, check the Error Messages and Troubleshooting Guide for
information about error messages between 2500 and 2599 with a severity
level of 16.

Note Levels 17 and 18 are usually not reported in the error log. Users
should beinstructed to notify the System Administrator when level 17 and
18 errors occur.

Level 17: Insufficient resources

Error messages with severity level 17 mean that the command has caused
Adaptive Server to run out of resources or to exceed some limit set by the
System Administrator. You can continue with the work you are doing,
although you may not be able to execute a particular command.

These system limits include the number of databases that can be open at
the same time and the number of connections allowed to Adaptive Server.
They are stored in system tablesand can be checked with sp_configure. See
Chapter 5, “ Setting Configuration Parameters,” for more information on
changing configuration variables.

The Database Owner can correct the level 17 error messages indicating
that you have run out of space. Other level 17 error messages should be
corrected by the System Administrator.

Level 18: Non-fatal internal error detected
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Error messages with severity level 18 indicate some kind of internal
software bug. However, the command runs to completion, and the
connection to Adaptive Server is maintained. You can continue with the
work you are doing, although you may not be able to execute a particular
command. An example of a situation that generates severity level 18 is
Adaptive Server detecting that a decision about the access path for a
particular query has been made without avalid reason.

Since problemsthat generate such messages do not keep users from their
work, users tend not to report them. Users should beinstructed to inform
the System Administrator every time an error message with this severity

level (or higher) occurs so that the System Administrator can report them.
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Severity levels 19-26

Fatal problemsgenerate error messages with severity levels 19 and higher.
They break the user’s connection to Adaptive Server (some of the higher
severity levels shut down Adaptive Server). To continue working, the user
must restart the client program.

When afatal error occurs, the process freezes its state before it stops,
recording information about what was happening. It isthen killed and

disappears.

When the user’s connection is broken, he or she may or may not be ableto
reconnect and resume working. Some problemswith severity levelsinthis
range affect only one user and one process. Others affect all the processes
in the database. In some cases, it will be necessary to restart Adaptive
Server. These problems do not necessarily damage a database or its
objects, but they can. They may also result from earlier damageto a
database or its objects. Other problems are caused by hardware
malfunctions.

A backtrace of fatal error messagesfrom the kernel is directed to the error
log file, where the System Administrator can review it.

Level 19: Adaptive Server fatal error in resource

Error messageswith severity level 19indicate that some non-configurable
internal limit has been exceeded and that Adaptive Server cannot recover
gracefully. You must reconnect to Adaptive Server.

Level 20: Adaptive Server fatal error in current process

Error messages with severity level 20 indicate that Adaptive Server has
encountered a bug in a command. The problem has affected only the
current process, and it is unlikely that the database itself has been
damaged. Run dbcc diagnostics. You must reconnect to Adaptive Server.

Level 21: Adaptive Server fatal error in database processes

Error messages with severity level 21 indicate that Adaptive Server has
encountered a bug that affects all the processesin the current database.
However, it isunlikely that the database itself has been damaged. Restart
Adaptive Server and run the dbcc diagnostics. You must reconnect to
Adaptive Server.
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Level 22: Adaptive Server fatal error: Table integrity suspect

Error messages with severity level 22 indicate that the table or index
specified in the message was previously damaged by a software or
hardware problem.

Thefirst step isto restart Adaptive Server and run dbcc to determine
whether other objectsin the database are also damaged. Whatever the
report from dbcc may be, it ispossiblethat the problemisinthe cache only
and not on the disk itself. If so, restarting Adaptive Server will fix the
problem.

If restarting does not help, then the problem is on the disk as well.
Sometimes, the problem can be solved by dropping the object specifiedin
the error message. For example, if the message tells you that Adaptive
Server has found a row with length 0 in a nonclustered index, the table
owner can drop the index and re-create it.

Adaptive Server takes any pages or indexes offline that it finds to be
suspect during recovery. Use sp_setsuspect_granularity to determine
whether recovery marks an entire database or only individual pages as
suspect. See sp_setsuspect_granularity in the Reference Manual for more
information.

You must reconnect to Adaptive Server.

Level 24: Hardware error or system table corruption

Error messages with severity level 24 reflect some kind of mediafailure
or (in rare cases) the corruption of sysusages. The System Administrator
may haveto reload the database. It may be necessary to call your hardware
vendor.

Level 23: Fatal error: Database integrity suspect
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Error messages with severity level 23 indicate that the integrity of the
entire database is suspect due to previous damage caused by a software or
hardware problem. Restart Adaptive Server and run dbcc diagnostics.

Evenwhen alevel 23 error indicates that the entire database is suspect, the
damage may be confined to the cache, and the disk itself may befine. If
S0, restarting Adaptive Server with startserver will fix the problem.
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Level 25: Adaptive Server internal error

Level 26: Rule error

Reporting errors

Level 25 errors are not displayed to the user; thislevel isonly used for
Adaptive Server internal errors.

Error messages with severity level 26 reflect that an internal locking or
synchronization rule was broken. You must shut down and restart
Adaptive Server.

When you report an error, include:
e The message number, level number, and state number.

«  Any numbers, database object types, or database object namesthat are
included in the error message.

e The context in which the message was generated, that is, which
command was running at the time. You can help by providing a hard
copy of the backtrace from the error log.

Backup Server error logging

Like Adaptive Server, Backup Server creates an error log if one does not
already exist.You specify the location of the error log at start-up with the
error_log_file parameter in the runserver file or at the command line. The
Sybase ingtallation utility configures the runserver file with
$SYBASE/ingtall as the location of the error log if +you do not choose an
alternate location during installation. If you do not specify the location in
the runserver file or at the command line, the location of the error log is
the directory from which you start Backup Server. Usethe backupserver -V
option (bcksvr -v on Windows NT) to limit the messages printed to the
error log. For more information about specifying the location of the error
log, see the sections describing Backup Server in the Utility Guide.

Backup Server error messages are in the form:

MMM DD YYY: Backup Server:N.N.N.N: Message Text
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Backup Server message numbers consist of 4 integers separated by
periods, in the form N.N.N.N. Messagesin the form N.N.N are sent by
Open Server™,

The four components of a Backup Server error message are
maj or.minor.severity.state:

The major component generally indicates the functional area of the
Backup Server code where the error occurred:

e 1-Systemerrors

e 2-—0Open Server event errors

e 3 —Backup Server remote procedure call errors
e 4-1/O servicelayer errors

* 5—Network datatransfer errors

e 6—Volume handling errors

e 7 —0Option parsing errors

Major error categories 1— 6 may result from Backup Server internal
errorsor avariety of system problems. Mgjor errorsin category 7 are
almost always due to problemsin the options you specified in your
dump or load command.

minor numbers are assigned in order within a major category.
severity is:
e 1-Informational, no user action necessary.

»  2,3—Anunexpected condition, possibly fatal to the session, has
occurred. The error may have occurred with usage, environment,
or internal logic, or any combination of these factors.

* 4-Anunexpected condition, fatal to the execution of the Backup
Server, has occurred. The Backup Server must exit immediately.

state codes have a one-to-one mapping to instances of the error report
within the code. If you need to contact Technical Support about
Backup Server errors, the state code hel ps determine the exact cause
of the error.
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Killing processes

A processisaunit of execution carried out by Adaptive Server. Each
processis assigned a unique process identification number when it starts,
this number is called a spid. These numbers are stored, along with other
information about each process, in master..sysprocesses. Processes
running in aparallel processes environment create child processes, each of
which hasitsown spids. Several processes create and assign spids: starting
Adaptive Server, logintasks, checkpoints, the housekeeper task, and so on.
You can see most of the information by running sp_who.

Running sp_who on asingle-engine server shows the sp_who process
running and all other processesthat are “runnable” or in one of the sleep
states. |n multi-engine servers, there can be a process running for each
engine.

Thekill command getsrid of an ongoing process. The most frequent reason
for killing a processisthat it interferes with other users and the person
responsiblefor running it isnot available. The process may hold locksthat
block access to database objects, or there may be many sleeping processes
occupying the available user connections. A System Administrator can
kill processes that are:

e Waiting for an alarm, such as a waitfor command
*  Waiting for network sends or receives
e Waiting for alock

e Waiting for synchronization messages from another processin a
family

e Most running or “runnable”’ processes

Adaptive Server allowsyou tokill processesonly if it can cleanly roll back
any uncompl eted transactions and release all system resources that are
used by the process. For processes that are part of afamily, killing any of
the child processeswill alsokill all other processesinthefamily. However,
it is easiest to kill the parent process. For afamily of processes, the kill
command is detected more quickly if the status of the child processesis
sync sleep.

Table 4-2 showsthe valuesthat sp_who reports and when the kill command
takes effect.
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Table 4-2: Status values reported by sp_who

Status Indicates Effects of kill command
recv sleep Waiting on anetwork read Immediate.
send sleep Waiting onanetwork send Immediate.
alarm Waiting on an alarm such as: Immediate.
sleep waitfor delay "10:00"
lock sleep Waitingonalock acquisition Immediate.

sync sleep

Waiting on a synchronization message from
another process in the family.

Immediate. Other processesin the family
must also be brought to state in which they
can be killed.

sleeping Waiting on adisk /O, or some other resource. Killed when it “wakes up,” usualy
Probably indicates a processthat isrunning, but  immediate; afew sleeping processes do not
doing extensive disk 1/0 wake up and require a Server restart to clear.
runnable In the queue of runnable processes Immediate.
running Actively running on one of the server engines Immediate.
infected Server has detected serious error condition; kill command not recommended. Server
extremely rare restart probably required to clear process.
background A process, such asathreshold procedure, runby  Immediate; use kill with extreme care.
Adaptive Server rather than by a user process Recommend a careful check of
sysprocesses before killing a background
process.
log Processes suspended by reaching thelast-chance  Immediate.
suspend threshold on the log

Only a System Administrator can issue the kill command; permission to

use it cannot be transferred.

The syntax is:
kill spid

You can kill only one process at atime, but you can perform a series of kill
commands in abatch. For example:

1> kill 7
2> kill 8
3> kill 9
4> go

A kill command is not reversible and cannot be included in a user-defined
transaction. spid must be a numeric constant; you cannot use a variable.

Here is some sample output from sp_who:

blk dbname cmd

fid spid status loginame origname hostname
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0 1 recv sleep howard howard svr30eng O master AWAITING COMMAND
0 2 sleeping NULL NULL 0 master NETWORK HANDLER
0 3 sleeping NULL NULL 0 master DEADLOCK TUNE

0 4 sleeping NULL NULL 0 master MIRROR HANDLER

0 5 sleeping NULL NULL 0 master CHECKPOINT SLEEP
0 6 sleeping NULL NULL 0 master HOUSEKEEPER

0 7 recv sleep Dbill bill bigblue 0 master AWAITING COMMAND
0 8 recv sleep wilbur wilbur hazel 0 master AWAITING COMMAND
0 9 recv sleep Jjoan joan luv2work O master AWAITING COMMAND
0 10 running foote foote svr47hum 0 master SELECT

(10 rows affected, return status = 0)

In the example above, processes 2—6 cannot be killed: they are system
processes. The login name NULL and the lack of a host name identify
them as system processes. You will always see NETWORK HANDLER,
MIRROR HANDLER, HOUSEK EEPER, and CHECKPOINT SLEEP
(or, rarely, CHECKPOINT). AUDIT PROCESS becomes activated if you
enable auditing.

Processes 1, 8, 9, and 10 can be killed, since they have the status values
“recv sleep,” “send deep,” “alarm sleep,” and “lock sleep.”

In sp_who output, you cannot tell whether a process whose statusis “recv
sleep” belongsto auser whoisusing Adaptive Server and may be pausing
to examine the results of acommand or whether the processindicates that
auser hasrestarted a PC or other terminal, and left a stranded process.You
can learn more about a questionabl e process by querying the sysprocesses
table for information. For example, this query shows the host process ID
and client software used by process 8:

select hostprocess, program name
from sysprocesses
where spid = 8

hostprocess program name

This query, plus the information about the user and host from the sp_who
results, provides additional information for tracking down the process
from the operating system level.
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Using sp_lock to examine blocking processes

In addition to sp_who, sp_lock can help identify processes that are
blocking other processes. If the blk column in the sp_who report indicates
that another process has been blocked while waiting to acquire locks,
sp_lock can display information about the bl ocking process. For example,
process 10 in the sp_who output above is blocked by process 7. To see
information about process 7, execute:

sp_lock 7

For more information about locking in Adaptive Server, see the
Performance and Tuning Guide.

Configuring Adaptive Server to save SQL batch text
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Occasionaly a query or procedure causes Adaptive Server Monitor to
hang. Users with the System Administrator role can configure Adaptive
Server to give Adaptive Server Monitor access to the text of the currently
executing SQL batch. Viewing the SQL text of long-running batches helps
you debug hung processes or fine-tune long statements that are heavy
resource consumers.

Adaptive Server must be configured to collect the SQL batch text and
write it to shared memory, where the text can be read by Adaptive Server
Monitor Server (the server component of Adaptive Server Monitor). The
client requests might come from Monitor Viewer, which isa plug-in to
Sybase Central, or other Adaptive Server Monitor Server applications.

Configuring Adaptive Server to save SQL batch text also allows you to
view the current query plan in showplan format (as you would see after
setting showplan on). You can view the current query plan from within
Adaptive Server; see“Viewing the query plan of a SQL statement” on
page 68. SQL batchesare viewable only through Adaptive Server Monitor
Server. See the Adaptive Server Monitor Server documentation for more
information about displaying the batch text.

Because the query or procedure you are viewing may be nested within a
batch of SQL text, the sysprocesses table now includes columns for the
line number, statement number and spid of a hung statement to view its

query plan.



CHAPTER 4 Diagnosing System Problems

By default, Adaptive Server is not configured to save SQL batch text, so
you must configure Adaptive Server to allocate memory for this feature.
Adaptive Server Monitor accessto SQL has no effect on performance if

you have not configured any memory to save SQL batches.

Allocating memory for batch text

You can configure the amount of the SQL text batch you want to save.
When text saving is enabled, Adaptive Server copies the subsequent SQL
text batches to memory shared with SQL Server Monitor. Because each
new batch clears the memory for the connection and overwrites the
previous batch, you can view only currently executing SQL statements.

v Saving SQL text

1 Configure the amount of SQL text retained in memory (see
“Configuring the amount of SQL text retained in memory” on page
65).

2 Enable SQL Server to start saving SQL text (see“ Enabling Adaptive
Server to start saving SQL text” on page 67).

Note You must have System Administration privilegesto configure
and save SQL text batches.

Configuring the amount of SQL text retained in memory

After installation, you must decide the maximum amount of SQL text that
can be copied to shared memory. Consider the following to help you
determine how much memory to allocate per user:

e SQL batchesexceeding theallocated amount of memory aretruncated
without warning. If you do not all ocate enough memory for the batch
statements, the text you areinterested in viewing might be the section
of the batch that istruncated, asillustrated in Figure 4-2.
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Figure 4-2: How SQL text is truncated if not enough memory is
configured

select title
from titles
where exists
A (select *
from publishers

where pub_id = titles.pub_id

and city like "B%")

select title

B from titles

where pub_id in

For example, if you configure Adaptive Server to save the amount of
text designated by bracket A in theillustration, but the statement that
isrunning occursin thetext designated by bracket B, Adaptive Server
will not display the statement that is running.

»  Themorememory you allocatefor SQL text from shared memory, the
less chance the problem statement will be truncated from the batch
copied to shared memory. However, Adaptive Server immediately
rejects very large values because they do not leave enough memory
for data and procedure caches.

Sybase recommends an initial value of 1024 bytes per user connection.

Usesp_configure with the max SQL text monitored configuration parameter
to allocate shared memory, where bytes per_connection (the maximum
number of bytes saved for each client connection) is between O (the
default) and 2,147,483,647 (the theoretical limit):

sp_configure "max SQL text monitored", bytes per connection
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Since memory for SQL text is allocated by Adaptive Server at start-up,
you must restart Adaptive Server for this parameter to take effect.
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The total memory allocated for the SQL text from shared memory isthe
product of bytes per _connection multiplied by the number of user
connections.

Enabling Adaptive Server to start saving SQL text

After you allocate shared memory for SQL text, Adaptive Server saves a
copy of each SQL batch whenever you enable an Adaptive Server Monitor
event summary that includes SQL batches.

You may also have to reconfigure Adaptive Server Monitor’s event buffer
scan interval for SQL text. See the Adaptive Server Monitor
documentation for more information.

SQL commands not represented by text

If you use Client-Library™ functions not represented by text (such as
ct_cursor or ct_dynamic) to issue SQL commands, Client-Library encodes
theinformation for efficiency, and Adaptive Server generally decodes and
displays key command information. For example, if you open a cursor
with ct_cursor and the command is running, the Adaptive Server Monitor
event summary displays the cursor name and the cursor declare statement.

Table 4-3 lists acomplete list of the Client-Library functions not
represented by text:

Table 4-3: SQL commands not represented by text

Presentation

Client-Library routine DB-Library routine  Presentation name data
ct_cursor N/A CLOSE_CURSOR Cursor name,
statement
ct_cursor N/A DECLARE_CURSOR Cursor name,
statement
ct_cursor N/A DELETE_AT_CURSOR  Cursor name,
statement
ct_cursor N/A FETCH_CURSOR Cursor name,
Statement
ct_fetch (when processing theresultsof  N/A FETCH_CURSOR Cursor name,
ct_cursor) statement
ct_cursor CURSOR_ROWS, or N/A CURSOR_INFO Cursor name,
ct_cancel when the connection has statement

Client-Library cursors
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Client-Library routine

DB-Library routine

Presentation name

Presentation
data

ct_cursor N/A OPEN_CURSOR Cursor name,
statement
ct_cursor N/A UPDATE_AT_CURSOR  Cursor name,
statement
ct_command (CS_RPC_CMD) (default  dbrpcinit (only in DBLIB_RPC RPC name
behavior) version 10.0.1 or later)
ct_dynamic N/A DYNAMIC_SQL Dynamic
statement name,
statement
ct_command (CS_MSG_CMD N/A MESSAGE None
ct_param dbrpcparam PARAM_FORMAT None
ct_param dbrpcparam PARAMS None
ct_command (CS_RPC_CMD) (only dbrpcparam (in RPC RPC name

when a TDS version earlier than 5.0 is
used)

DB-Library version
earlier than 10.0.1)

For more information about SQL commands not represented by text, see
your Open Client documentation.

Viewing the query plan of a SQL statement

Usesp_showplan and the spid of the user connectionin questiontoretrieve
the query plan for the statement currently running on this connection. You
can also use sp_showplan to view the query plan for a previous statement
in the same batch.

The syntax is:

declare @batch int
declare @context int
declare @statement int
execute sp_showplan <spid_value>, @batch_id= @batch output,
@context_id= @context output, @stmt_num=@statement output

where:

* batch_id —isthe unique number for a batch

» context_id —isaunique number for every procedure (or trigger)
executed in the batch

e smt_num-—isthe number of the current statement within a batch
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declare
declare
declare
exec Ssp

Adaptive Server uses the unique batch ID to synchronize the query plan
with the batch text and other dataretrieved by Adaptive Server Monitor.

Note You must be a System Administrator to execute sp_showplan.

For example, to see the query plan for the current statement for spid 99:

@pbatch int
@context int
@statement int

showplan 99, @batch output, @context output, @statement output

You can run the query plan procedure independently of Adaptive Server
Monitor, regardless of whether or not Adaptive Server has allocated
shared memory for SQL text.

Viewing previous statements

To see the query plan for the previous statement in the same batch, issue
sp_showplan with the same values as the original query, but subtract one
from the statement number. Using this method, you can view all the
statements in the statement batch back to query number one.

Viewing a nested procedure

Although sp_showplan allows you to view the query plan for the current
statement, the actual statement that is running may exist within a
procedure (or within anested chain of procedures) called from the original
SQL batch. Table 4-4 shows the columns in sysprocesses that contain
information about these nested statements.

Table 4-4: Columns added to sysprocesses

Column Datatype Specifies

id Integer The object ID of the running procedure (or 0 if no procedure is running)

stmthum  Integer The current statement number within the running procedure (or the SQL batch statement
number if no procedure is running)

linenum  Integer The line number of the current statement within the running stored procedure (or the line

number of the current SQL batch statement if no procedure is running)

Thisinformation issaved in sysprocesses, regardless of whether SQL text
is enabled or any memory is allocated for SQL text.
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To display theid, stmtnum, and linenum columns, enter:

select id, stmtnum, linenum
from sysprocesses
where spid = spid of hung session

Note You do not need the sa_role to run this select statement.

Shutting down servers

A System Administrator can shut down Adaptive Server or Backup Server
with the shutdown command. The syntax is.

shutdown [backup_server_name] [with {wait|nowait}]

The default for the shutdown command is with wait. That is, shutdown and
shutdown with wait do exactly the same thing.

Shutting down Adaptive Server

If you do not give a server name, shutdown shuts down the Adaptive
Server you are using. When you issue a shutdown command, Adaptive
Server:

1 Disableslogins, except for System Administrators

2 Performsacheckpoint in each database, flushing pages that have
changed from memory to disk

3 Waitsfor currently executing SQL statements or procedures to finish

In this way, shutdown minimizes the amount of work that automatic
recovery must do when you restart Adaptive Server.

The with nowait option shuts down Adaptive Server immediately. User
processes are aborted, and recovery may take longer after a shutdown with
nowait. You can help minimize recovery time by issuing a checkpoint
command before you issue a shutdown with nowait command.
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Shutting down a Backup Server

To shut down a Backup Server, give the Backup Server’s name:
shutdown SYB BACKUP

The default iswith wait, S0 any dumps or loads in progress will complete
before the Backup Server process halts. After you issue a shutdown
command, no new dump or load sessions can be started on the Backup
Server.

To see the names of the Backup Serversthat are accessible from your
Adaptive Server, execute sp_helpserver. Usethe valueinthe name column
in the shutdown command. You can shut down a Backup Server only if it
is:

e Listed in sysservers on your Adaptive Server, and
e Listedinyour loca interfacesfile.

Use sp_addserver to add a Backup Server to sysservers.

Checking for active dumps and loads

To see the activity on your Backup Server before executing a shutdown
command, run sp_who on the Backup Server:

SYB_BACKUP. ..sp_who

spid status loginame hostname blk cmd

1 sleeping NULL
2 sleeping NULL
3 runnable NULL
4 runnable NULL
5 running sa

NULL 0 CONNECT HANDLER
NULL 0 DEFERRED HANDLER
NULL 0 SCHEDULER

NULL 0 SITE HANDLER
heliotrope 0 NULL

Using nowait on a Backup Server

The shutdown backup_server with nowait command shuts down the
Backup Server, regardless of current activity. Use it only in severe
circumstances. It can leave your dumps or loads in incomplete or
inconsistent states.
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If you use shutdown with nowait during alog or database dump, check for
the messageindicating that the dump completed. If you did not receivethis
message, or if you are not sure whether the dump completed, your next
dump should be adump database, not a transaction dump. Thisguarantees
that you will not be relying on possibly inconsistent dumps.

If you use shutdown with nowait during aload of any kind, and you did not
receive the message indicating that the load completed, you may not be
abletoissuefurther load transaction commands on the database. Be sureto
run afull database consistency check (dbcc) on the database before you
useit. You may haveto reissuethefull set of load commands, starting with
load database.

Learning about known problems
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The release bulletin is a valuable resource for learning about known
problems or incompatibilities with Adaptive Server and Backup Server.
Reading the release bulletin in advance can save you the time and
guesswork of troubleshooting known problems.

The Adaptive Server installation program also installs files that list all
system problem reports (SPRs) and closed problem reports (CPRs) for
Adaptive Server. Problem reports are organized by functional areas of the
product. For example, afile named cpr_buswould contain alisting of
closed (fixed) problem reports pertaining to the Backup Server, and thefile
spr_bus would contain alist of currently open problem reports for the
Backup Server.

See the release bulletin to |earn the location of CPR and SPR files.
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Parameters

This chapter describes the Adaptive Server configuration parameters. A
configuration parameter is a user-definable setting that you set with the
system procedure sp_configure. Configuration parameters are used for a
wide range of services, from basic to specific server operations, and for
performance tuning.

Adaptive Server configuration parameters

The following lists the Adaptive Server configuration parameters

alphabetically.

“abstract plan cache” on page 177
“abstract plan dump” on page 177
“abstract plan load” on page 177
“abstract plan replace” on page 178
“additional network memory” on page 170
“allow backward scans’ on page 178
“allow nested triggers’ on page 179
“allow procedure grouping” on page 213
“allow remote access’ on page 152
“allow resource limits’ on page 179
“allow sendmsg” on page 153

“allow sql server asynci/o” on page 113
“allow resource limits’ on page 179

“allow updates to system tables’ on page 180
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“auditing” on page 213

“audit queue size” on page 213

“cisbulk insert array size” on page 109
“cis bulk insert batch size” on page 109
“cis connect timeout” on page 110
“ciscursor rows’ on page 110

“cis packet size” on page 110

“cisrpc handling” on page 111
“configuration file” on page 131

“cpu accounting flush interval” on page 181
“cpu grace time” on page 182

“current audit table” on page 214
“deadlock checking period” on page 138
“deadlock retries’ on page 139

“default character set id” on page 134
“default database size” on page 183
“default exp_row_size percent” on page 184
“default fill factor percent” on page 183
“default language id” on page 135

“default network packet size” on page 153
“default sortorder id” on page 135

“default unicode sortorder” on page 220
“disable character set conversions’ on page 136
“disk i/o structures’ on page 114

“dtm detach timeout period” on page 117
“dtm lock timeout period” on page 118
“dump on conditions’ on page 185

“enabl e full-text search” on page 112
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“enable cis’ on page 112

“enable DTM” on page 119

“enable housekeeper GC” on page 190

“enable HA” on page 189

“enable java’ on page 132

“enable enterprise java beans’ on page 132
“enable file access’ on page 112

“enable full-text search” on page 112

“enable rep agent threads’ on page 176
“enable sd” on page 215

“enable sort-merge joins and JTC” on page 185
“enable surrogate processing” on page 221
“enable unicode conversion” on page 221
“enable unicode normalization” on page 222
“enable xact coordination” on page 120

“esp execution priority” on page 128

“esp execution stacksize” on page 128

“esp unload dIl” on page 129

“event buffers per engine” on page 186

“event log computer name (Windows NT only)” on page 126
“event logging (Windows NT only)” on page 126
“executable codesize + overhead” on page 144
“global async prefetch limit” on page 103
“global cache partition number” on page 104
“housekeeper free write percent” on page 187
“i/o accounting flush interval” on page 193
“i/o polling process count” on page 193

“identity burning set factor” on page 191
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“identity grab size” on page 192

“license information” on page 212

“lock address spinlock ratio” on page 136
“lock hashtable size” on page 141

“lock shared memory” on page 172

“lock scheme” on page 142

“lock spinlock ratio” on page 140

“lock table spinlock ratio” on page 143
“lock wait period” on page 142

“log audit logon failure” on page 127

“log audit logon success’ on page 127
“max async i/os per engine” on page 160
“max async i/os per server” on page 161
“max cis remote connections’ on page 113
“max network packet size” on page 155
“max number network listeners’ on page 157
“max online engines’ on page 175

“max parallel degree” on page 165

“max scan parallel degree” on page 166
“max SQL text monitored” on page 172
“maximum dump conditions’ on page 197
“memory alignment boundary” on page 104
“memory per worker process’ on page 167
“msg confidentiality reqd” on page 216
“msg integrity reqd” on page 216

“number of alarms’ on page 197

“number of aux scan descriptors’ on page 198

“number of devices’ on page 115
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“number of dtx participants’ on page 121
“number of index trips’ on page 105
“number of large i/o buffers’ on page 99
“number of locks” on page 137

“number of mailboxes’ on page 201
“number of messages” on page 201

“number of oam trips’ on page 106

“number of open databases’ on page 145
“number of open indexes’ on page 147
“number of open objects’ on page 148
“number of pre-allocated extents’ on page 202
“number of remote connections’ on page 157
“number of remote logins’ on page 158
“number of remote sites” on page 158
“number of sort buffers” on page 202
“number of user connections’ on page 223
“number of worker processes’ on page 164
“open index hash spinlock ratio” on page 150
“open index spinlock ratio” on page 151
“open object spinlock ratio” on page 151
“ofsfile descriptors’ on page 162

“page lock promotion HWM” on page 195
“page lock promotion LWM” on page 196
“page lock promotion PCT” on page 196
“page utilization percent” on page 116
“partition groups’ on page 203

“partition spinlock ratio” on page 204

“permission cache entries’ on page 225
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e “print deadlock information” on page 204

e “print recovery information” on page 99

e “procedure cache size” on page 107

e “read committed with lock” on page 143

e “recovery interval in minutes’ on page 100

e “remote server pre-read packets’ on page 158

e “row lock promotion HWM” on page 210

e “row lock promotion LWM" on page 210

e “row lock promotion PCT” on page 211

e “runnable process search count” on page 205

e ‘“secure default login” on page 216

e “select on syscomments.text column” on page 217
e ‘“shared memory starting address’ on page 163

e “size of auto identity column” on page 206

e “sizeof global fixed heap” on page 133

e “size of process object heap” on page 133

e “size of shared class heap” on page 134

e “sizeof unilib cache” on page 222

e “SQL Perfmon Integration (Windows NT only)” on page 206
e “sgl server clock tick length” on page 207

e ‘“stack guard size” on page 226

e ‘“stack size” on page 228

e ‘“start mail session (Windows NT only)” on page 129
e “strict dtm enforcement” on page 122

e “suspend audit when device full” on page 218

e “syb _sendmsg port number” on page 159

» “systemwide password expiration” on page 219

»  “lock table spinlock ratio” on page 143
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e “taperetention in days’ on page 103

e “tcpno delay” on page 160

e “text prefetch size” on page 208

e “timesdlice” on page 208

e “total data cache size” on page 108

e “total logical memory” on page 173

e “txntopssratio” on page 123

e “unified login required (Windows NT only)” on page 219
e “upgrade version” on page 209

e “user log cache size” on page 230

e “user log cache spinlock ratio” on page 231

e “usesecurity services (Windows NT only)” on page 220
e “Xact coordination interval” on page 124

e “Xp_cmdshell context” on page 130

What are configuration parameters?

Configuration parameters are user-definable settings that control various
aspects of Adaptive Server’s behavior. Adaptive Server supplies default
valuesfor al configuration parameters. You can use configuration
parametersto tailor Adaptive Server for an installation’s particular needs.

Read this chapter carefully to determine which configuration parameters
you should reset to optimize server performance. Also, see the
Performance and Tuning Guide for further information on using
sp_configure to tune Adaptive Server.

Warning! Change configuration parameters with caution. Arbitrary
changes in parameter values can adversely affect Adaptive Server
performance and other aspects of server operation.
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The Adaptive Server configuration file

Adaptive Server stores the values of configuration parametersin a
configuration file, which isan ASCI| text file. When you install a new
Adaptive Server, your parameters are set to the default configuration; the
default name of thefileis server_name.cfg, and the default location of the
fileisthe Sybase installation directory ($SYBASE). When you change a
configuration parameter, Adaptive Server saves a copy of the old
configuration file as server_name.001, server_name.002, and so on.
Adaptive Server writes the new valuesto thefile server_name.cfg or to a
file name you specify at start-up.

How to modify configuration parameters
You set or change configuration parametersin one of the following ways:

* By executing the system procedure sp_configure with the appropriate
parameters and values,

» By editing your configuration file and then invoking sp_configure
with the configuration file option, or

» By specifying the name of a configuration file at start-up.

Configuration parameters are either dynamic or static. Dynamic
parameters go into effect as soon as you execute sp_configure. Static
parameters require Adaptive Server to reallocate memory, so they take
effect only after Adaptive Server has been restarted. The description of
each parameter indicates whether it is static or dynamic. Adaptive Server
writes the new value to the system table sysconfigures and to the
configuration file when you change the value, not when you restart
Adaptive Server. The current configuration file and sysconfigures reflect
configured values, not run values. The system table syscurconfigs reflects
current run values of configuration parameters.

Who can modify configuration parameters?
Theroles required for using sp_configure are as follows:

» Any user can execute sp_configure to display information about
parameters and their current values.
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e Only aSystem Administrator and System Security Officer can
execute sp_configure to modify configuration parameters.

e Only aSystem Security Officer can execute sp_configure to modify
valuesfor:

allow procedure grouping

allow remote access

allow procedure grouping

allow updates to system tables

audit queue size

auditing

current audit table

enable ssl

msg confidentiality reqd

msg integrity reqd

secure default login

select on syscomments.text column
suspend audit when device full
systemwide password expiration

secure default login

unified login required (Windows NT only)
use security services (Windows NT only)

Unit specification using sp_configure

sp_configure allowsyou to specify the value for configuration parameters
in unit specifiers. The unit specifiersare p or P for pages, m or M for
megabytes, and g or G for gigabytes. If you do not specify aunit, and you
are configuring a parameter that controls memory, Adaptive Server uses
the logical page size for the basic unit.

The syntax to indicate a particular unit specificationis:
sp_configure "parameter name", 0, "p|P|k|K|m|M|g|G"
You must include the “0” as a placehol der.

For example, when configuring max memory for a server that is using 2K
pagesto 100M, the syntax is:

sp_configure "max memory", 51200

However, you can also set max memory for this server to 100M, using the
“m” unit specification by typing:
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sp_configure "max memory", 0, "100m"

You can use this unit specification to configure any parameter. For
example, when setting number of locks to 1024 you can enter:

sp_configure "number of locks", 1024
or:
sp_configure "number of locks", 0, 1K

This functionality will not change the way in which Adaptive Server
reports sp_configure output.

Getting help information on configuration parameters

Use either sp_helpconfig or sp_configure to get information on a particular
configuration parameter. For example:

sp_helpconfig "number of open"

Configuration option is not unique.

option name config value run value
number of open databases 12 12
number of open indexes 500 500
number of open objects 500 500

sp_helpconfig "number of open indexes"

number of open indexes sets the maximum number of indexes that can be open at
one time on SQL Server. The default value is 500.
Minimum Value Maximum Value Default Value Current Value Memory Used

100 2147483647 500 500 208

sp_configure "number of open indexes"

Parameter Name Default Memory Used Config Value Run Value

number of open indexes 500 208 500 500

For more information, see “Using sp_helpconfig to get help on
configuration parameters’ on page 589.
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Using sp_configure

sp_configure displaysand resets configuration parameters. You can restrict
the number of parameters displayed by sp_configure using sp_displaylevel
to set your display level to one of three values:

e Basic
e Intermediate
e Comprehensive

For information about display levels, see “User-defined subsets of the
parameter hierarchy: display levels’ on page 91. For information about
sp_displaylevel, see the Reference Manual.

Table 5-1 describes the syntax for sp_configure. The information in the
“Effect” column assumes that your display level is set to
“comprehensive.”

Table 5-1: sp_configure syntax

Command

Effect

sp_configure

Displaysall configuration parameters by group, their current values, their
default values, the value to which they have most recently been set, and
the amount of memory used by this particular setting.

sp_configure “parameter”

Displays current value, default value, most recently changed value, and
amount of memory used by setting for all parameters matching parameter.

sp_configure “parameter”, value

Resets parameter to value.

sp_configure “parameter”, 0, “default” Resets parameter to its default value.

sp_configure “group_name”

Displays all configuration parametersin group_name, their current
values, their default values, the valuesto which they wererecently set, and
the amount of memory used by each setting.

sp_configure “configuration file”, O, Sets configuration parameters from the configuration file. See “Using

“sub_command”, “file_name”

sp_configure with aconfiguration file” on page 84 for descriptions of the
parameters.

Syntax elements

The commandsin Table 5-1 use the following variables:

e parameter —isany valid Adaptive Server configuration parameter or
parameter substring.
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Parameter parsing

e value—isany integer within the valid range for that parameter. (See
the descriptions of the individual parameters for valid range
information.) Parametersthat are toggles have only two valid values:
1 (on) and 0 (off).

e group_name—isthe name of any group in the parameter hierarchy.

sp_configure parses each parameter (and parameter name fragment) as
“Yparameter%” . A string that does not uniquely identify a particular
parameter returns values for all parameters matching the string.

Thefollowing examplereturnsvaluesfor all configuration parametersthat
include “lock,” such as lock shared memory, number of locks, lock
promotion HWM, server clock tick length, print deadlock information, and
deadlock retries:

sp_configure "lock"

Note If you attempt to set a parameter value with a nonunique parameter
name fragment, sp_configure returns the current values for all parameters
matching the fragment and asks for a unique parameter name.

Using sp_configure with a configuration file
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You can configure Adaptive Server either interactively, by using
sp_configure as described above, or noninteractively, by instructing
Adaptive Server to read values from an edited or restored version of the
configuration file.

The benefits of using configuration files include:

* You can replicate a specific configuration across multiple servers by
using the same configuration file.

*  Youcanuseaconfiguration file asabaselinefor testing configuration
values on your server.

* You can use aconfiguration file to do validation checking on
parameter values before actually setting the values.

»  You can create multiple configuration files and switch between them
as your resource needs change.
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You can make a copy of the configuration file using sp_configure with the
parameter “configuration file” and then edit the file at the operating system
level. Then, you can use sp_configure with the parameter “configuration
file” to instruct Adaptive Server to read values from the edited file. Or you
can specify the name of the configuration file at start-up.

For information on editing the file, see“ Editing the configuration file” on
page 87. For information on specifying the name of the configuration file
at start-up, see “ Starting Adaptive Server with aconfiguration file” on

page 88.

Naming tips for the configuration file

Each time you modify a configuration parameter with sp_configure,
Adaptive Server createsacopy of the outdated configurationfile, using the
naming convention server_name.001, server_name.002,
server_name.003...server_name.999.

If you want to work with a configuration file with a name other than the
default name, and you keep the server_name part of the file name, be sure
toinclude at |east one al phabetic character in the extension. Alternatively,
you can changethe server _nameto part of thefile name. Doing thisavoids
confusion with the backup configuration files generated by Adaptive
Server when you modify a parameter.

Using sp_configure to read or write the configuration file
The syntax for using the configuration file option with sp_configure is:
sp_configure "configuration file", 0, "subcommand", "file_name"

where:

«  “configuration file” — including quotes, specifies the configuration file
parameter.

e 0—must beincluded as the second parameter to sp_configure for
backward compatibility.

¢ “suybcommand” —is one of the commands described below.

« file_name — specifies the configuration file you want to use in
conjunction with any subcommand. If you do not specify a directory
as part of the file name, the directory where Adaptive Server was
started is used.
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Parameters for using configuration files

Thefour parameters described bel ow can be used with configuration files.

write — creates file_name from the current configuration. If file_name
already exists, amessage is written to the error log; the existing file is
renamed using the convention file_name.001, file_name.002, and so on. If
you have changed a static parameter, but you have not restarted your
server, write gives you the currently running value for that parameter. If
you do not specify a directory with file_name, the file is written to the
directory from which Adaptive Server was started.

read — performsvalidation checking on values contained in file_name and
reads those values that pass validation into the server. If any parameters
are missing from file_name, the current values for those parameters are
used.

If the value of a static parameter in file_nameis different from its current
running value, read fails and amessage is printed. However, validationis
gtill performed on the valuesin file_name.

verify — performs validation checking on the valuesin file_name. Thisis
useful if you have edited the configuration file, as it prevents you from
attempting to configure your server with invalid configuration values.

restore — creates file_name with the most recently configured values. If
you have configured static parameters to new values, this subcommand
will writethe configured, not the currently running, valuesto thefile. This
isuseful if al copies of the configuration file have been lost and you need
to generate a new copy. If you do not specify a directory with file_name,
thefileiswritten to the directory from which Adaptive Server was started.

Examples Example 1 Performsvalidation checking on the valuesin thefile
srv.config and reads the parameters that pass validation into the server.
Current run values are substituted for values that do not pass validation
checking:

sp_configure "configuration file", 0, "read", "srv.config"
Example 2 Creates the file my_server.config and writes the current
configuration values the server isusing to that file:

sp_configure "configuration file", 0, "write", "my server.config"
Example 3 Runsvalidation checking on the valuesin thefile
generic.config:

sp_configure "configuration file", 0, "verify", "generic.config"
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sp_configure "configuration file", 0, "restore", "restore.config"

Editing the configuration file

Examples

The configuration file is an operating system ASCII file that you can edit
with any text editor that can save filesin ASCII format. The syntax for
each parameter is:

parameter name={value | DEFAULT}
where;
e parameter_name - isthe name of the parameter you want to specify
e value—isthe numeric value for set parameter_name

e “DEFAULT" — specifies that you want to use the default value for
parameter_name

Example 1 The following example specifies that the transaction can
retry to acquire alock one time when deadl ocking occurs during an index
page split or shrink:

cpu accounting flush interval=DEFAULT

Example 2 The following example specifies that the default value for
the parameter cpu accounting flush interval should be used:

deadlock retries = 1

When you edit a configuration file, your edits are not validated until you
check the file using the verify option, read the file with the read option, or
restart Adaptive Server with that configuration file.

If al your configuration files arelost or corrupted, you can re-create one
from arunning server by using the restore subcommand and specifying a
name for the new file. The parametersin the new file will be set to the
values with which your server is currently running.
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Permissions for configuration files

Configuration filesare nonencrypted ASCI | text files. By default, they are
created with read and write permissions set for the file owner and read
permission set for all other users. If you created the configuration file at
the operating system level, you are the file owner; if you created the
configuration file from Adaptive Server, using the write or restore
parameter, the file owner isthe user who started Adaptive Server. Usually,
thisisthe user “sybase.” To restrict accessto configuration files, use your
operating system’s file permission command to set read, write, and
execute permissions as appropriate.

Note You need to set permissions accordingly on each configuration file
created.

Backing up configuration files

Configuration files are not automatically backed up when you back up the
master database. They are operating system files, and you should back
them up in the same way you back up your other operating system files.

Checking the name of the configuration file currently in use

The output from sp_configure truncates the name of the configuration file
dueto space limitations. To seethe full name of the configurationfile, use:

select sl.value2

from syscurconfigs sl, sysconfigures s2
where sl.config = s2.config

and s2.name = "configuration file"

Starting Adaptive Server with a configuration file
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By default, Adaptive Server reads the configuration file server_name.cfg
in the start-up directory when it starts. If thisfile does not exist, it creates
anew file and uses Adaptive Server defaults for all values.

You can start Adaptive Server with aspecified configuration file. For more
information, see the Utility Guide.

If the configuration file you specify does not exist, Adaptive Server prints
an error message and does not start.
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If the command issuccessful, thefileserver_name.bakiscreated. Thisfile
contains the configuration val ues stored in sysconfigures prior to the time
sysconfigures was updated with the values read in from the configuration
file you specified. Thisfile is overwritten with each subsequent start-up.

Configuration file errors

When there are errorsin the configuration file, Adaptive Server may not
start or may use default values.

Adaptive Server uses default values if:

e Thereareillegal values. For example, if a parameter requires a
numeric value, and the configuration file contains a character string,
Adaptive Server uses the default value.

¢ Values are below the minimum allowable value.

The parameter hierarchy

Configuration parameters are grouped according to the area of Adaptive
Server behavior they affect. This makesit easier to identify all parameters
that you might need to tune improve a particular area of Adaptive Server
performance.

The groups are;

e Backup and recovery

e Cache manager

e Component Integration Services administration
¢ Diskl1/O

* DTM administration

e Error log

e Extended stored procedures
*  Genera information

* Javaservices

e Languages

e Lock Manager
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* Memory use

* Metadata caches

*  Network communication

+ O/Sresources

e Pardlel queries

e Physical memory

*  Processors

*  RepAgent thread administration
e SQL server administration
e Security related

*  User environment

Although each parameter has a primary group to which it belongs, many
have secondary groupsto which they also belong. For example, number of
remote connections belongs primarily to the Network Communication
group, but it also belongs secondarily to the Adaptive Server
Administration group and the Memory Use group. This reflects the fact
that some parameters have implications for anumber of areas of Adaptive
Server behavior. sp_configure displays parametersin all groups to which
they belong.

The syntax for displaying all groups and their associated parameters, and
the current values for the parameters, is:

sp_configure

Note Thenumber of parameterssp_configure returns dependson thevalue
to which you haveyour display level set. See* User-defined subsets of the
parameter hierarchy: display levels’ on page 91 for further information
about display levels.

The following is the syntax for displaying a particular group and its
associated parameter, where group_nameisthe name of the group you are
interested in:

sp_configure "group_name"
For example, to display the Disk I/O group, type:

sp_configure "Disk I/O"
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Group: Disk I/O

Parameter Name Default Memory Used Config Value Run Value
allow sgl server async i/o 1 0 1 1
disk i/o structures 256 0 256 256
number of devices 10 0 10 10
page utilization percent 95 0 95 95

Note If the server uses a case-insensitive sort order, sp_configure with no
parameters returns alist of all configuration parameters and groupsin
alphabetical order with no grouping displayed.

User-defined subsets of the parameter hierarchy: display levels

Depending on your use of Adaptive Server, you may need to adjust some
parameters more frequently than others. You may find it is easier to work
with a subset of parameters than having to see the entire group when you
areworking with only afew. You can set your display level to one of three
values to give you the subset of parameters that best suits your working
style.

The default display level is“comprehensive.” When you set your display
level, the setting persi sts across multiple sessions. However, you can reset
it at any time to see more or fewer configuration parameters.

e “Basic” showsjust the most basic parameters. It is appropriate for
very general server tuning.

e “Intermediate” shows you parameters that are somewhat more
complex, in addition to the “basic” parameters. Thislevel is
appropriate for amoderately complex level of server tuning.

e “Comprehensive” showsyou all the parameters, including the most
complex ones. Thislevel isappropriatefor usersdoing highly detailed
server tuning.

The syntax for showing your current display level is:
sp_displaylevel

The following is the syntax for setting your display level, where
user_nameisyour Adaptive Server login name:
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sp_displaylevel user_name [, basic | intermediate | comprehensive]

The effect of the display level on sp_configure output

sp_configure
Group: Languages

Parameter Name

default character set
default language id

If your display level isset to either “basic” or “intermediate,” sp_configure
returns only asubset of the parametersthat are returned when your display
level isset to “ comprehensive.” For instance, if your display level isset to
“intermediate,” and you want to see the parameters in the Languages

group, type:
sp_configure "Languages"

The output would look like this:

Default Memory Used Config Value Run Value Unit Type

1 0 1 1 id static
0 0 0 0 id dyna

However, thisis only a subset of the parameters in the L anguages group,
because some parametersin that group are displayed only at the
“comprehensive’ level.

The reconfigure command
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Pre-11.0 SQL Server versions required you to execute reconfigure after
executing sp_configure. Beginning with SQL Server version 11.0, thiswas
no longer required. The reconfigure command still exists, but it does not
haveany effect. Itisincluded inthisversion of Adaptive Server soyou can
run pre-11.0 SQL scripts without modification.

Scripts using reconfigure will still run in the current version, but you
should change them at your earliest convenience because reconfigure will
not be supported in future versions of Adaptive Server.



CHAPTER 5 Setting Configuration Parameters

Performance tuning with sp_configure and sp_sysmon

sp_sysmon monitors Adaptive Server performance and generates
statistical information that describesthe behavior of your Adaptive Server
system. See the Performance and Tuning Guide for more information.

You can run sp_sysmon before and after using sp_configure to adjust
configuration parameters. The output gives you a basis for performance
tuning and lets you observe the results of configuration changes.

This chapter includes cross-references to the Performance and Tuning
Guide for the sp_configure parameters that can affect Adaptive Server
performance.

Output from sp_configure

sp_configure

The sample output below shows the kind of information sp_configure
printsif you have your display level set to “comprehensive” and you
execute it with no parameters. Thevaluesit printswill vary, depending on
your platform and on what values you have already changed.

Group: Configuration Options

Group: Backup/Recovery

allow remote access
print recovery info

Parameter Name Default Memory Used Config Value Run Value Unit Type
1 0 1 1 switch dyn
0 0 0 0 switch dyn
5 0 5 5 minutes dyn

recovery interval in m

Note All configuration groups and parameters will appear in output if
your display level is set to “comprehensive.”

Where:

e The"Default” column displays the value Adaptive Server is shipped
with. If you do not explicitly reconfigure a parameter, it retainsits
default value.
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The“Memory Used” column displaysthe amount of memory used (in
kilobytes) by the parameter at its current value. Some related
parameters draw from the same memory pool. For instance, the
memory used for stack size and stack guard size is already accounted
for in the memory used for number of user connections. If you added
the memory used by each of these parameters separately, it would
total more than the amount actually used. In the “Memory Used”
column, parameters that “share’” memory with other parameters are
marked with a hash mark (“#").

The “Config Value” column displays the most recent value to which
the configuration parameter has been set. When you execute
sp_configure to modify a dynamic parameter:

»  The configuration and run values are updated.

e Theconfiguration file is updated.

e The change takes effect immediately.

When you modify a static parameter:

e The configuration value is updated.

e Theconfiguration file is updated.

e The change takes effect only when you restart Adaptive Server.

The “Run Value” column displays the value Adaptive Server is
currently using. It changes when you modify a dynamic parameter’s
value with sp_configure and, for static parameters, after you restart
Adaptive Server.

The “Unit” column displaysthe unit value in which the configuration
parameter is displayed. Adaptive Server displaysinformation in the
following units:

Name of unit Unit description

number Displays the number of items a parameter is configured for.
clock ticks Number of clock ticks a parameter is set for.

microseconds Number of microseconds for which a parameter is set.
milliseconds Number of milliseconds for which a parameter is set
seconds Number of seconds for which a parameter is set

minutes Number of minutes for which a parameter is set

hours Number of hours for which a parameter is set

bytes Number of bytes for which a parameter is set

days Number of days for which a parameter is set
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Name of unit

Unit description

kilobytes Number of kilobytes for which a parameter is set

megabytes Number of megabytes for which a parameter is set

memory pages (2K)  Number of 2K memory pages for which the parameter is set.

virtual pages (2K) Number of 2K virtual pages for which the parameter is set.

logical pages Number of logical pagesfor which the parameter is configured. Thisval ue dependsonwhich
logical page size your server isusing; 2, 4, 8, or 16K.

percent Displays the value of the configured parameter as a percentage.

ratio Displays the value of the configured parameter as aratio.

switch Value of the parameter is either TRUE (the parameter isturned on or FALSE

id ID of the configured parameter you are investigating.

name Character string name assigned to the run or configure value of the parameter. For example,
the string “binary” appears under the the run or configure value column for the output of
sp_configure "lock scheme".

row Number of rows for which the specified parameter is configured.

e The"Type’ column displays whether the configuration option is
either static or dynamic. Changesto static parametersrequire that you
restart Adaptive Server for the changes to take effect. Changesto
Dynamic parameterstake effect immediately without having to restart
Adaptive Server.

The sysconfigures and syscurconfigs tables

The report displayed by sp_configure is constructed mainly from the
master..sysconfigures and master..syscurconfigs System tables, with
additional information coming from sysattributes, sysdevices, and other
system tables.

Thevalue columnin the sysconfigures table recordsthe last value set from
sp_configure or the configuration file; the value column in syscurconfigs
stores the value currently in use. For dynamic parameters, the two values
match; for static parameters, which require arestart of the server to take
effect, the two values are different if the values have been changed since
Adaptive Server was last started. The values may also be different when
the default values are used. In this case, sysconfigures stores 0, and
syscurconfigs stores the value that Adaptive Server computes and uses.
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sp_configure performsajoin on sysconfigures and syscurconfigs to display
the values reported by sp_configure.

Querying syscurconfigs and sysconfigures: an example

You might want to query sysconfigures and syscurconfigs to get
information organized the way you want. For example, sp_configure
without any arguments lists the memory used for configuration
parameters, but it does not list minimum and maximum values. You can
guery these system tablesto get acomplete list of current memory usage,
aswell as minimum, maximum, and default values, with the following

query:

select b.name, memory used, minimum value,
maximum value, defvalue

from master.dbo.sysconfigures b,
master.dbo.syscurconfigs c

where b.config *= c.config and parent != 19
and b.config > 100

Details on configuration parameters
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Thefollowing sections give both summary and detailed information about
each of the configuration parameters. Parameters are listed by group;
within each group, they are listed alphabetically.

In many cases, the maximum allowable values for configuration
parameters are extremely high. The maximum value for your server is
usually limited by available memory, rather than by sp_configure
limitations.

Note To find the maximum supported values for your platform and
version of Adaptive Server, seethetable” Adaptive Server Specifications’
in the Installation Guide.
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Renamed configuration parameters
The following configuration parameters have been renamed:

Old name

New name

See

allow updates pre-11.0

allow updates to system tables

“allow updates to system tables’ on page 180

calignment pre-11.0

memory alignment boundaries

“memory alignment boundary” on page 104

cclkrate pre-11.0

sql server clock tick length

“sgl server clock tick length” on page 207

cfgcprot pre-11.0

permission cache entries

“permission cache entries’ on page 225

cguardsz pre-11.0

stack guard size

“stack guard size” on page 226

cindextrips pre-11.0

number of index trips

“number of index trips’ on page 105

cmaxnetworks pre-11.0

max number network listeners

“max number network listeners’ on page 157

cmaxscheds pre-11.0

i/o polling process count

“i/o polling process count” on page 193

cnalarm pre-11.0

number of alarms

“number of alarms’ on page 197

cnblkio pre-11.0

disk i/o structures

“disk i/o structures’ on page 114

cnmaxaio_engine pre-11.0

max async i/os per engine

“max async i/os per engine” on page 160

cnmaxaio_server pre-11.0

max async i/os per server

“max async i/os per server” on page 161

cnmbox pre-11.0

number of mailboxes

“number of mailboxes” on page 201

cnmsg pre-11.0

number of messages

“number of messages’ on page 201

coamtrips pre-11.0

number of oam trips

“number of oam trips’ on page 106

cpreallocext pre-11.0

number of pre-allocated extents

“number of pre-allocated extents” on page 202

cpu flush pre-11.0

cpu accounting flush interval

“cpu accounting flush interval” on page 181

cschedspins pre-11.0

runnable process search count

“runnable process search count” on page 205

csortbufsize pre-11.0

number of sort buffers

“number of sort buffers’” on page 202

ctimemax pre-11.0

cpu grace time

“cpu gracetime” on page 182

database size pre-11.0

default database size

“default database size” on page 183

default language pre-11.0

default language id

“default language id” on page 135

devices pre-11.0

number of devices

“number of devices’ on page 115

fillfactor pre-11.0

default fill factor percent

“default fill factor percent” on page 183

i/o flush pre-11.0

i/o accounting flush interval

“i/o accounting flush interval” on page 193

locks pre-11.0

number of locks

“number of locks” on page 137

lock promotion HWM

page lock promotion HWM

“page lock promotion HWM” on page 195

lock promotion LWM

page lock promotion LWM

“page lock promotion LWM” on page 196

lock promotion PCT

page lock promotion PCT

“page lock promotion PCT” on page 196

maximum network packet
size pre-11.0

max network packet size

“max network packet size” on page 155

mrstart pre-11.0

shared memory starting address

“shared memory starting address” on page 163

nested trigger pre-11.0

allow nested triggers

“allow nested triggers’ on page 179

open databases pre-11.0

number of open databases

“number of open databases’ on page 145
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Old name

New name

See

open objects pre-11.0

number of open objects

“number of open objects’ on page 148

password expiration
interval pre-11.0

systemwide password expiration

“systemwide password expiration” on page 219

pre-read packets pre-11.0

remote server pre-read packets

“remote server pre-read packets’ on page 158

procedure cache percent
pre-12.5

procedure cache size

“procedure cache size” on page 107

recovery information
pre-11.0

print recovery information

“print recovery information” on page 99

recovery interval pre-11.0

recovery interval in minutes

“recovery interval in minutes’ on page 100

remote access pre-11.0

allow remote access

“alow remote access’ on page 152

remote connections
pre-11.0

number of remote connections

“number of remote connections” on page 157

remote logins pre-11.0

number of remote logins

“number of remote logins’ on page 158

remote sites pre-11.0

number of remote sites

“number of remote sites” on page 158

sql server code size
pre-11.0

executable codesize + overhead

“executable codesize + overhead” on page 144

T 1204 pre-11.0

print deadlock information

“print deadlock information” on page 204

T 1603 pre-11.0

allow sql server async i/o

“alow sql server asynci/o” on page 113

T 1610 pre-11.0

tcp no delay

“tcp no delay” on page 160

T 1611 pre-11.0

lock shared memory

“lock shared memory” on page 172

tape retention pre-11.0

tape retention in days

“tape retention in days’ on page 103

total memory pre-12.5

total logical memory

“total logical memory” on page 173

user connections pre-11.0

number of user connections

“number of user connections’ on page 223

Replaced configuration parameter

The new lock spinlock ratio parameter replacesthe page lock spinlock ration

configuration parameter.

Backup and recovery
The following parameters configure Adaptive for backing up and
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number of large i/o buffers

Summary information

Default value 6

Valid values 1-32

Status Dynamic

Display level Comprehensive
Required role System Administrator

The number of large i/o buffers parameter sets the number of 16K buffers
reserved for performing large 1/0 for certain Adaptive Server utilities.
Theselarge /O buffers are used primarily by theload database command.
load database uses one buffer to load the database, regardless of the
number of stripesit specifies. load database then uses up to eight buffers
to clear the pages for the database it isloading. These buffers are not used
by load transaction. If you need to perform more than six load database
commands concurrently, configure one large /O buffer for each load
database command.

create database and alter database use these buffers for large 1/0 while
clearing database pages. Each instance of create database or load database
can use up to eight large I/O buffers.

These buffers are also used by disk mirroring and by some dbcc
commands.

print recovery information

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Dynamic

Display level Intermediate
Required role System Administrator
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The print recovery information parameter determines what information
Adaptive Server displays on the console during recovery. (Recovery is
done on each database at Adaptive Server start-up and when a database
dumpisloaded.) The default valueis 0, which meansthat Adaptive Server
displays only the database name and a message saying that recovery isin
progress. The other valueis 1, which meansthat Adaptive Server displays
information about each individual transaction processed during recovery,
including whether it was aborted or committed.

recovery interval in minutes
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Summary information

Default value 5

Range of values 1-32767

Status Dynamic

Display level Basic

Required role System Administrator

The recovery interval in minutes parameter sets the maximum number of
minutes per database that Adaptive Server usesto complete its recovery
proceduresin case of a system failure. The recovery procedure rolls
transactions backward or forward, starting from the transaction that the
checkpoint processindicates asthe ol dest active transaction. The recovery
process has more or less work to do depending on the value of recovery
interval in minutes.

Adaptive Server estimates that 6000 rows in the transaction log require 1
minute of recovery time. However, different types of log records can take
more or lesstimeto recover. If you set recovery interval in minutes to 3, the
checkpoint process writes changed pages to disk only when syslogs
contains more than 18,000 rows since the last checkpoint.

Note The recovery interval has no effect on long-running, minimally
logged transactions (such as create index) that are active at the time
Adaptive Server fails. It may take as much time to reverse these
transactions as it took to run them. To avoid lengthy delays, dump each
database after index maintenance operations.
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Adaptive Server uses the recovery interval in minutes setting and the
amount of activity on each database to decide when to checkpoint each
database. When Adaptive Server checkpointsadatabase, it writesall dirty
pages (data pages in cache that have been modified) to disk. This may
create abrief period of high I/O, called a checkpoint spike. The checkpoint
also performs a few other maintenance tasks, including truncating the
transaction log for each database for which the truncate log on chkpt option
has been set. About once per minute, the sleeping checkpoint process
“wakes up,” checks the truncate log on chkpt setting, and checks the
recovery interval to determineif acheckpoint isneeded. Figure 5-1 shows
the logic used by Adaptive Server during this process.
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Figure 5-1: The checkpoint process
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You may want to change the recovery interval if your application and its
use change. For example, you may want to shorten the recovery interval
when there is an increase in update activity on Adaptive Server.
Shortening the recovery interval causes more frequent checkpoints, with
smaller, more frequent checkpoint spikes, and slows the system slightly.
On the other hand, setting the recovery interval too high might cause the
recovery time to be unacceptably long. The spikes caused by
checkpointing can be reduced by reconfiguring the housekeeper free write
percent parameter. See “ housekeeper free write percent” on page 187 for
further information. For more information on the performance
implications of recovery interval in minutes, see “ Tuning the recovery
interval” on page 361 in the Performance and Tuning Guide.

Use sp_sysmon to determine how aparticular recovery interval affectsthe
system. See the Performance and Tuning Guide for more information.
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tape retention in days

Summary information

Default value 0

Range of values 0-365

Status Dynamic

Display level Intermediate
Required role System Administrator

The tape retention in days parameter specifies the number of daysyou
intend to retain each tape after it has been used for either a database or a
transaction log dump. It isintended to keep you from accidentally
overwriting adump tape.

For example, if you have set tape retention in days to 7 days, and you try to
use the tape before 7 days have elapsed since the last time you dumped to
that tape, Backup Server issues awarning message.

You can override the warning by using the with init option when executing
the dump command. Doing thiswill cause the tape to be overwritten and
all data on the tape to be lost.

Both the dump database and dump transaction commands provide a
retaindays option, which overrides the tape retention in days value for a
particular dump. See “Protecting dump files from being overwritten” on
page 868 for more information.

Cache manager

The parameters in this group configure the data and procedure caches.

global async prefetch limit

Summary information

Default value 10

Range of values 0-100

Status Dynamic

Display level Intermediate
Required role System Administrator
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The global async prefetch limit parameter specifies the percentage of a

buffer pool that can hold the pages brought in by asynchronous prefetch
that have not yet been read. This parameter setsthelimit for al poolsinall
caches for which the limit has not been set explicitly with sp_poolconfig.

If the limit for a pool is exceeded, asynchronous prefetch is temporarily
disabled until the percentage of unread pages falls below the limit. For
more information, see Chapter 27, “ Tuning Asynchronous Prefetch,” in
the Performance and Tuning Guide.

global cache partition number

Summary information

Default value 1

Range of values 1-64, as powers of 2
Status Static

Display level Intermediate
Required role System Administrator

global cache partition number setsthe default number of cache partitionsfor
all data caches. The number of partitions for a particular cache can be set
with sp_cacheconfig; the local value takes precedence over the global
value.

Use cache partitioning to reduce cache spinlock contention; in general, if
spinlock contention exceeds 10 percent, partitioning the cache should
improve performance. Doubling the number of partitions cuts spinlock
contention by about one-half.

See “Adding cache partitions’ on page 632 for information on
configuring cache partitions. See Chapter 27, “ Tuning Asynchronous
Prefetch” in the Performance and Tuning Guide for information.

memory alignment boundary
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Summary information

Default value Logical pagesize
Range of values 20482 — 16384
a. Minimum determined by server’slogical page size
Status Static
Display level Comprehensive
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number of index trips

Summary information
Required role System Administrator

The memory alignment boundary parameter determines the memory
address boundary on which data caches are aligned.

Some machines perform 1/O more efficiently when structures are aligned
on a particular memory address boundary. To preserve this alignment,
values for memory alignment boundary should always be powers of two
between the logical page size and 2048K.

Note The memory alignment boundary parameter isincluded for support
of certain hardware platforms. Do not modify it unless you are instructed
to do so by Sybase Technical Support.

Summary information

Default value 0

Range of values 0-65535

Status Dynamic

Display level Comprehensive
Required role System Administrator

The number of index trips parameter specifiesthe number of times an aged
index page traverses the most recently used/least recently used
(MRU/LRU) chain before it is considered for swapping out. Asyou
increase the value of number of index trips, index pages stay in cache for
longer periods of time.

A data cache isimplemented as an MRU/LRU chain. Asthe user threads
accessdataand index pages, these pages are placed onthe MRU end of the
cache’s MRU/LRU chain. In some high transaction environments (and in
some benchmarks), it is desirable to keep index pagesin cache, since they
will probably be needed again soon. Setting number of index trips higher
keeps index pages in cache longer; setting it lower allows index pagesto
be swapped out of cache sooner.
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number of oam trips
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You do not need to set the number of index pages parameter for relaxed
LRU pages. For more information, see Chapter 19, “ Configuring Data
Caches.”

Note If the cache used by anindex isrelatively small (especialy if it
shares space with other objects) and you have a high transaction volume,
do not set number of index trips too high. The cache can flood with pages
that do not age out, and this may lead to the timing out of processes that
are waiting for cache space.

Summary information

Default value 0

Range of values 0-65535

Status Dynamic

Display level Comprehensive
Required role System Administrator

The number of oam trips parameter specifiesthe number of times an object
allocation map (OAM) page traverses the MRU/LRU chain beforeit is
considered for swapping out. The higher the value of number of oam trips,
the longer aged OAM pages stay in cache.

Each table, and each index on atable, has an OAM page. The OAM page
holds information on pages allocated to the table or index and is checked
when a new page is needed for the index or table. (See “ page utilization
percent” on page 116 for further information.) A single OAM page can
hold allocation mapping for between 2,000 and 63,750 data or index

pages.
The OAM pages point to the all ocation page for each all ocation unit where

the object uses space. The allocation pages, in turn, track the information
about extent and page usage within the allocation unit.
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procedure cache size

In some environments and benchmarksthat involve significant allocations
of space (that is, massive bulk copy operations), keeping OAM pagesin
cache longer improves performance. Setting number of oam trips higher
keeps OAM pagesin cache.

Note If thecacheisrelatively small and used by alarge number of objects,
do not set number of oam trips too high. This may result in the cache being
flooded with OAM pages that do not age out, and user threads may begin
to time out.

Summary information

Default value 3271

Range of values 3271 — 2147483647
Status Dynamic

Display level Basic

Required role System Administrator

Specifies the size of the procedure cache in 2K pages. Adaptive Server
uses the procedure cache while running stored procedures. If the server
finds a copy of aprocedure already in the cache, it does not need to read it
from the disk. Adaptive Server also uses space in the procedure cache to
compile queries while creating stored procedures.

Since the optimum value for procedure cache size differsfrom application
to application, resetting it may improve Adaptive Server’s performance.
For example, if you run many different procedures or ad hoc queries, your
application uses the procedure cache more heavily, so you may want to
increase this value.

Warning! If procedure cache size istoo small, Adaptive Server's
performance will be greatly affected.
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If you are upgrading

total data cache size
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If you are upgrading, procedure cache size is set to the size of the original
procedure cache at the time of upgrade. procedure cache size is
dynamically configurable, subject to the amount of max memory currently
configured.

Summary information

Default value 0

Range of values 0-—2147483647
Status Calculated

Display level Basic

Required role System Administrator

The total data cache size parameter reports the amount of memory, in
kilobytes, that is currently available for data, index, and log pages. It isa
calculated value that is not directly user-configurable.

The amount of memory available for the data cache can be affected by a
number of factors, including:

e Theamount of physical memory available on your machine
e Thevaluesto which the following parameters are set:

* total logical memory

* number of user connections

* total procedure cache percent

* number of open databases

*  number of open objects

*  number of open indexes

* number of devices

A number of other parameters also affect the amount of available memory,
but to alesser extent.

For information on how Adaptive Server allocates memory and for
information on data caches, see“ Details on configuration parameters’ on

page 96.
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Component Integration Services administration

The following parameters configure Adaptive Server for Component
Integration Services.

cis bulk insert array size

Summary information

Default value 50

Range of values 02147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

When performing abulk transfer of datafrom Adaptive Server Enterprise
to another Adaptive Server Enterprise, CIS buffersrows internally, and
asks the Open Client bulk library to transfer them as a block. The size of
the array is controlled by cis bulk insert array size. The default is 50 rows,
and the property is dynamic, allowing it to be changed without server
reboot

cis bulk insert batch size

Summary information

Default value 0

Range of values 02147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

The cis bulk insert batch size parameter determines how many rows from
the source table(s) are to be bulk copied into the target table asa single
batch using select into.

If the parameter is|eft at zero (the default), all rows are copied asasingle
batch. Otherwise, after the count of rows specified by this parameter has
been copied to the target tabl e, the server issues abulk commit to the target
server, causing the batch to be committed.
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cis connect timeout

Cis cursor rows

cis packet size
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If anormal client-generated bulk copy operation (such asthat produced by
the bep utility) isreceived, then the client is expected to control the size of
the bulk batch, and the server ignores the value of this configuration
parameter.

Summary information

Default value 0

Range of values 0-32767

Status Dynamic

Display level Comprehensive
Required role System Administrator

The cis connect timeout parameter determines the wait time in seconds for
asuccessful Client-Library connection. By default, no timeout is
provided.

Summary information

Default value 50

Range of values 12147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

The cis cursor rows parameter specifies the cursor row count for cursor
open and cursor fetch operations. Increasing this value means more rows
will be fetched in one operation. Thisincreases speed but requires more
memory. The default is 50.

Summary information

Default value 512
Range of values 512-32768
Status Dynamic
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cis rpc handling

Summary information
Display level Comprehensive
Required role System Administrator

The cis packet size parameter specifies the size of Tabular Data Stream™
(TDS) packets that are exchanged between the server and aremote server
when a connection isinitiated.

The default packet size on most systemsis 512 bytes, and this may be
adequate for most applications. However, larger packet sizesmay result in
significantly improved query performance, especially when text andimage
or bulk dataisinvolved.

If apacket sizelarger than the default is specified, and the requested server
isa System 10 or later Adaptive Server, then the target server must be
configured to alow variable-length packet sizes. Adaptive Server
configuration parameters of interest in this case are:

o additional netmem

* maximum network packet size

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Administrator

The cis rpc handling parameter specifies the default method for remote
procedura call (RPC) handling. Setting cis rpc handling to O sets the
Adaptive Server site handler as the default RPC handling mechanism.
Setting the parameter to 1 forces RPC handling to use Component
Integration Service access methods. For more information, see the
discussion on set cis rpc handling in the Component Integration Services
User’s Guide.
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enable cis

Summary information

Default value 1

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator

The enable cis parameter enables or disables Component Integration
Service.

enable file access

Summary information

Default value 1

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator

Enables access through proxy tablesto the External File System. Requires
alicensefor ASE_XFS.

enable full-text search

Summary information

Default value 1

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator

Enables Enhances Full-Text Search services. Requires alicense for
ASE_EFTS.
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max cis remote connections

Summary information

Default value 0

Range of values 02147483647
Status Dynamic

Display level Basic

Required role System Administrator

Themax cis remote connections parameter specifiesthe maximum number
of concurrent Client-Library connections that can be made to remote
servers by Component Integration Services.

By default, Component I ntegration Servicesallows up to four connections
per user to be made simultaneously to remote servers. If you set the
maximum number of usersto 25, up to 100 simultaneous Client-Library
connections would be allowed by Component Integration Services.

If this number does not meet the needs of your installation, you can
override the setting by specifying exactly how many outgoing Client-
Library connections you want the server to be able to make at onetime.

Disk 1/0
The parameters in this group configure Adaptive Server's disk 1/0O.

allow sql server async i/o

Summary information

Default value 1

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator

The allow sqgl server async i/o parameter enables Adaptive Server to run
with asynchronous disk 1/O. Use asynchronous disk 1/O, you have to
enableit on both Adaptive Server and your operating system. See your
operating system documentation for information on enabling
asynchronous I/O at the operating system level.
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In all circumstances, disk /O runs faster asynchronously than
synchronously. Thisis because when Adaptive Server issues an
asynchronous I/0, it does not have to wait for a response before issuing
further 1/Os.

disable disk mirroring

Summary information

Default value 0

Valid values 1,0

Status Static

Display level Comprehensive
Required role System Administrator

disable disk mirroring enables or disables disk mirroring for Adaptive
Server. Thisisaglobal variable; Adaptive Server does not perform any
disk mirroring after this configuration parameter is set to 1 and Adaptive
Server is restarted. Setting disable disk mirroring to 0 enables disk
mirroring.

Note Disk mirroring must be disabled if you configure Adaptive Server
for Failover in ahigh availability system.

disk i/o structures

Summary information

Default value 256

Range of values 02147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

The disk i/o structures parameter specifiestheinitial number of disk I/0
control blocks Adaptive Server allocates at start-up.
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number of devices

User processesrequireadisk I/O control block before Adaptive Server can
initiate an 1/0 request for the process. The memory for disk I/O control
blocksis preallocated when Adaptive Server starts. You should configure
disk i/o structures to as high avalue as your operating system allows, to
minimize the chance of running out of disk 1/0 structures. Refer to your
operating system documentation for information on concurrent disk 1/0s.

Use sp_sysmon to determine whether you need to allocate more disk I/O
structures. See the Performance and Tuning Guide. You can set the max
asynch i/os per server configuration parameter to the same value as disk i/o
structures. See “max async i/os per server” on page 161 for more
information.

Summary information

Default value 10

Range of values 1-256

Status Dynamic

Display level Basic

Required role System Administrator

The number of devices parameter controls the number of database devices
Adaptive Server can use. It does not include devices used for database or
transaction log dumps.

When you execute disk init, you can also assign the device number (the
vdevno). although this value is optional. If you do not assign a vdevno,
Adaptive Server assigns the next available virtual device number.

If you do assign a virtual device number, each device number must be
unique among the device numbers used by Adaptive Server. The number
O isreserved for the master device. Legal numbers are 1-256. However,
the highest number must be 1 lessthan the number of database devicesyou
have configured for Adaptive Server. For example, if you configured your
server for 10 devices, the legal range of device numbersis 1-9.

To determine which numbers are currently in use, run sp_helpdevice and
look in the device_number column of output.

If you want to lower the number of devices value after you have added
database devices, you must first check to see what device numbers are
aready in use by database devices. The following command prints the
highest value in use:
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page utilization percent
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select max(low/power(2,24))+1
from master..sysdevices

Warning! If you set the number of devices value too low in your
configuration file, Adaptive Server cannot start. You can find the devices
in use by checking the sysdevices system table.

Summary information

Default value 95

Range of values 1-100

Status Dynamic

Display level Comprehensive
Required role System Administrator

The page utilization percent parameter is used during page allocations to
control whether Adaptive Server scans atable’s OAM (object allocation
map) to find unused pages or simply allocates a new extent to the table.
(See “number of oam trips’” on page 106 for more information on the
OAM.) The page utilization percent parameter is a performance
optimization for servers with very large tables; it reduces the time needed
to add new space.

If page utilization percent is set to 100, Adaptive Server scans through all
OAM pagesto find unused pages allocated to the object before all ocating
anew extent. When this parameter is set lower than 100, Adaptive Server
comparesthe page utilization percent setting to the ratio of used and unused
pages alocated to the table, as follows:

100 * used pages/ (used pages + unused pages)

If the page utilization percent setting is lower than the ratio, Adaptive
Server allocates a new extent instead of searching for the unused pages.

For example, when inserting datainto a 10GB table that has 120 OAM
pages and only 1 unused data page:

» A page utilization percent of 100 tells Adaptive Server to scan through
all 120 OAM pages to locate an unused data page.
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e A page utilization percent of 95 allows Adaptive Server to alocate a
new extent to the object, because 95 is lower than the ratio of used
pages to used and unused pages.

A low page utilization percent value results in more unused pages. A high
page utilization percent value slows page allocationsin very largetables, as
Adaptive Server performsan OAM scanto locate each unused page before
alocating anew extent. Thisincreases logical and physical 1/0.

If page allocations (especially in the case of largeinserts) seem to be slow,
you can lower the value of page utilization percent, but be sure to reset it
after inserting the data. A lower setting affects al tables on the server and
resultsin unused pagesin all tables.

Fast bulk copy ignores the page utilization percent setting and always
allocates new extents until there are no more extents available in the
database.

DTM administration

The following parameters configure distributed transaction management
(DTM) facilities:

dtm detach timeout period

Summary information

Default value 0 (minutes)

Valid values 0 to 2147483647 (minutes)
Status Dynamic

Display level 10

Required role System Administrator

dtm detach timeout period Sets the amount of time, in minutes, that a
distributed transaction branch can remain in the detached state. In some
X/Open XA environments, a transaction may become detached from its
thread of control (usually to become attached to a different thread of
control). Adaptive Server permits transactions to remain in a detached
state for the length of time specified by dtm detach timeout period. After
this time has passed, Adaptive Server rolls back the detached transaction.
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dtm lock timeout period
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Summary information

Default value 300 (seconds)

Valid values 1to 2147483647 (seconds)
Status Dynamic

Display level 10

Required role System Administrator

dtm lock timeout period sets the maximum amount of time, in seconds, that
adistributed transaction branch will wait for lock resources to become
available. After thistime has passed, Adaptive Server considersthe
transaction to be in a deadlock situation, and rolls back the transaction
branch that triggered the deadlock. This ultimately rolls back the entire
distributed transaction.

Distributed transactions may potentially deadlock themselvesif they
propagate a transaction to aremote server, and in turn, the remote server
propagates a transaction back to the originating server. This situationis
shown in Figure 5-2. In Figure 5-2, the work of distributed transaction
“dxactl” is propagated to Adaptive Server 2 via“rpcl.” Adaptive Server
2 then propagates the transaction back to the coordinating server via
“rpc2.” “rpc2” and “dxactl” sharethe same gtrid but have different branch
qualifiers, so they cannot share the same transaction resources. If “rpc2”
isawaiting alock held by “dxact1”, then a deadlock situation exists.
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enable DTM

Figure 5-2: Distributed transaction deadlock
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Adaptive Server does not attempt to detect inter-server deadl ocks. Instead,
it relies on dtm lock timeout period. In Figure 5-2, after dtm lock timeout
period has expired, the transaction created for “rpc2” is aborted. This
causes Adaptive Server 2 to report afailurein itswork, and “dxactl” is
ultimately aborted as well.

The value of dtm lock timeout period applies only to distributed
transactions. Local transactions may use alock timeout period with the
server-wide lock wait period parameter.

Note Adaptive Server does not use dtm lock timeout period to detect
deadl ocks on system tables.

Summary information

Default value 0 (off)

Valid values 0 (off), 1(on)

Status Static

Display level 10

Required role System Administrator
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enable DTM enables or disables the Adaptive Server Distributed
Transaction Management (DTM) feature. When the DTM featureis
enabled, you can use Adaptive Server as a resource manager in X/Open
XA and MSDTC systems. You must reboot the server for this parameter
to take effect. See the XA Interface Integration Guide for CICS, Encina,
and TUXEDO for more information about using Adaptive Server in an
X/Open XA environment. See Using Adaptive Server Distributed
Transaction Management Features for information about transactionsin
MSDTC environments, and for information about Adaptive Server native
transaction coordination services.

Note The license information and the Run value for enable DTM are
independent of each ather. Whether or not you have alicensefor DTM, the
Run value and the Config value are set to 1 after you reboot Adaptive
Server. And until you have alicense, you cannot run DTM. If you have not
installed avalid license, Adaptive Server logs an error message and does
not activate the feature. See your Installation Guide for information about
installing license keys.

The license information and the configuration value are independent of
each other.

enable xact coordination
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Summary information

Default value 1 (on)

Valid values 0 (off), 1(on)

Status Static

Display level 10

Required role System Administrator

enable xact coordination enables or disables Adaptive Server transaction
coordination services. When this parameter is set to 1 (on), coordination
services are enabled, and the server can propagate transactions to other
Adaptive Servers. This may occur when a transaction executes a remote
procedure call (RPC) to update datain another server, or updates datain
another server using Component Integration Services (CIS). Transaction
coordination services ensure that updates to remote Adaptive Server data
commit or roll back with the original transaction.
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If this parameter is set to O (off), Adaptive Server will not coordinate the
work of remote servers. Transactions can still execute RPCs and update
datausing CIS, but Adaptive Server cannot ensure that remote
transactions are rolled back with the original transaction or that remote
work is committed along with an original transaction, if remote servers
experience asystem failure. This correspondsto the behavior of Adaptive
Server versions prior to version 12.x.

number of dtx participants

Summary information

Default value 500

Valid values 100 to 2147483647
Status Dynamic

Display level 10

Required role System Administrator

number of dtx participants sets the total number of remote transactions that
the Adaptive Server transaction coordination service can propagate and
coordinate at onetime. A DTX participant isan internal memory structure
that the coordination service uses to manage a remote transaction branch.
Astransactions are propagated to remote servers, the coordination service
must obtain new DTX participants to manage those branches.

By default, Adaptive Server can coordinate 500 remote transactions.
Setting number of dtx participants to a smaller number reduces the number
of remote transactions that the server can manage. If no DTX participants
are available, new distributed transactions will be unable to start. In-
progress distributed transactions may abort if no DTX participants are
available to propagate a new remote transaction.

Setting number of dtx participants to alarger number increases the number
of remote transaction branches that Adaptive Server can handle, but also
CONSUMES MOre memory.
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Optimizing the number of dtx participants for your system

During a peak period, use sp_monitorconfig to examine the use of DTX
participants:

sp_monitorconfig "number of dtx participants"

Usage information at date and time: Apr 22 2002 2:49PM.
Name num_free num active pct_act Max Used Reused

number of dtx 80 20 4.00 210 NA

If the#Free valueis zero or very low, new distributed transactions may be
unableto start dueto alack of DTX participants. Consider increasing the
number of dtx participants value.

If the #Max Ever Used value istoo low, unused DTX participants may be
consuming memory that could be used by other server functions. Consider
reducing the value of number of dtx participants.

strict dtm enforcement

Summary information

Default value 0 (off)

Valid values 0 (off), 1(on)

Status Static

Display level 10

Required role System Administrator

strict dtm enforcement determines whether or not Adaptive Server
transaction coordination serviceswill strictly enforcethe ACID properties
of distributed transactions.

In environments where Adaptive Server should propagate and coordinate
transactions only to other Adaptive Servers that support transaction
coordination, set strict dtm enforcement to 1 (on). This ensures that
transactions are propagated only to serversthat can participatein Adaptive
Server-coordinated transactions, and transactions completein aconsistent
manner. If atransaction attempts to update data in a server that does not
support transaction coordination services, Adaptive Server aborts the
transaction.
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txn to pss ratio

I n heterogeneous environments, you may want to make use of serversthat
do not support transaction coordination. This includes older versions of
Adaptive Server and non-Sybase database stores configured using CIS.
Under these circumstances, you can set strict dtm enforcement to O (off).
Thisallows Adaptive Server to propagate transactions to legacy Adaptive
Servers and other data stores, but does not ensure that the remote work of
these serversisrolled back or committed with the original transaction.

Summary information

Default value 16

Valid values 1to 2147483647
Status Static

Display level 1

Required role System Administrator

Adaptive Server manages transactions as configurable server resources.
Each time a new transaction begins, Adaptive Server must obtain afree
transaction descriptor from agloba pool that is created at boot time.
Transaction descriptors are internal memory structures that Adaptive
Server uses to represent active transactions.

Adaptive Server requires one free transaction descriptor for:

« Theouter block of each server transaction. The outer block of a
transaction may be created explicitly when a client executes a new
begin transaction command. Adaptive Server may also implicitly
create an outer transaction block when clients use Transact-SQL to
modify data without using begin transaction to define the transaction.

Note Subsequent, nested transaction blocks, created with additional
begin transaction commands, do not require additional transaction
descriptors.

«  Each database accessed in a multi-database transaction. Adaptive
Server must obtain a new transaction descriptor each time a
transaction uses or modifies datain a new database.

txn to pss ratio determines the total number of transaction descriptors
availableto the server. At start-up, thisratio ismultiplied by the number of
user connections parameter to create the transaction descriptor pool:
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# of transaction descriptors = number of user connections * txn to pss ratio

The default value, 16, ensures compatibility with earlier versions of
Adaptive Server. Prior to version 12.x, Adaptive Server allocated 16
transaction descriptors for each user connection. In version 12.x, the
number of simultaneous transactionsis limited only by the number of
transaction descriptors available in the server.

Note You can have as many databasesin auser transaction astherearein
your Adaptive Server installation. For example, if your Adaptive Server
has 25 databases, you can include 25 databases in your user transactions.

Optimizing the txn to pss ratio for your system

During a peak period, use sp_monitorconfig to examine the use of
transaction descriptors:

sp_monitorconfig "txn to pss ratio"

Usage information at date and time: Apr 22 2002 2:49PM.
Name num_free num active pct_act Max Used Reused

txn to pss ratio 784 80 10.20 523 NA

If the #Free valueis zero or very low, transactions may be delayed as
Adaptive Server waits for transaction descriptors to become free in the
server. In this case, you should consider increasing the value of txn to pss
ratio.

If the #Max Ever Used valueistoo low, unused transaction descriptors may
be consuming memory that can be used by other server functions.
Consider reducing the value of txn to pss ratio.

xact coordination interval

Summary information

Default value 60 (seconds)

Valid values 1to 2147483647 (seconds)
Status Dynamic

Display level 10

Required role System Administrator
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Error log

xact coordination interval defines the length of time between attemptsto
resolve transaction branches that were propagated to remote servers.

The coordinating Adaptive Server makes regular attempts to resolve the
work of remote servers participating in a distributed transaction. The
coordinating server contacts each remote server participating in the
distributed transaction in a serial manner, as shown in Figure 5-3. The
coordination service may be unable to resolve a transaction branch for a
variety of reasons. For example, if the remote server is not reachable due
to network problems, the coordinating server reattempts the connection
after the time specified by xact coordination level.

Figure 5-3: Resolving remote transaction branches
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With the default value of xact coordination interval, 60, Adaptive Server
attemptsto resolve remote transactions once every minute. Decreasing the
value may speed the completion of distributed transactions, but only if the
transactions are themselves resolved in less than a minute. Under normal
circumstances, there is no performance penalty to decreasing the value of
xact coordination interval.

Setting xact coordination interval to a higher number can slow the
completion of distributed transactions, and cause transaction branches to
hold resources longer than they normally would. Under normal
circumstances, you should not increase the value of xact coordination
interval beyond its defaullt.

The parametersin this group configure the Adaptive Server error log and
the logging of Adaptive Server eventsto the Windows NT Event Log.
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event log computer name (Windows NT only)

Summary information

Default value ‘Loca System’

Valid values * Name of an NT machine on the network
configured to record Adaptive Server
messages

e ‘LocaSystem’
e ‘NULL

Status Dynamic

Display level Comprehensive

Required role System Administrator

The event log computer name parameter specifies the name of the
Windows NT PC that logs Adaptive Server messagesin its Windows NT
Event Log. You can use this parameter to have Adaptive Server messages
logged to aremote machine. This feature is available on Windows NT
serversonly.

A value of ‘LocalSystem’ or ‘NULL’ specifiesthe default local system.

You can also use the Server Config utility to set the event log computer
name parameter by specifying the Event Log Computer Name under
Event Logging.

Setting the event log computer name parameter with sp_configure or
specifying the Event Log Computer Name under Event L ogging
overwrites the effects of the command line -G option, if it was specified.
If Adaptive Server was started with the -G option, you can change the
destination remote machine by setting the event log computer name
parameter.

For moreinformation about logging Adaptive Server messagesto aremote
site, see Configuration Guide for Windows NT.

event logging (Windows NT only)
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Summary information

Default value 1

Valid values 0 (off), 1 (on)
Status Dynamic
Display level Comprehensive
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log audit logon failure

log audit logon success

Summary information
Required role System Administrator

The event logging parameter enables and disables the logging of Adaptive
Server messages in the Windows NT Event Log. This featureis available
on Windows NT servers only.

The default value of 1 enables Adaptive Server message logging in the
Windows NT Event Log; avalue of O disablesit.

You use the Server Config utility to set the event logging parameter by
selecting “Use Windows NT Event Logging” under Event Logging.

Setting the event logging parameter or selecting “Use Windows NT Event
Logging” overwrites the effects of the command line -g option, if it was
specified.

Summary information

Default value 0 (off)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Administrator

Thelog audit logon failure parameter specifies whether to log unsuccessful
Adaptive Server logins to the Adaptive Server error log and, on Windows
NT servers, to the Windows NT Event Log, if event logging is enabled.

A value of 1 requestslogging of unsuccessful logins; avalue of 0 specifies
no logging.

Summary information

Default value 0 (off)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Administrator
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The log audit logon success parameter specifies whether to log successful
Adaptive Server loginsto the Adaptive Server error log and, on Windows
NT servers, to the Windows NT Event Log, if event logging is enabled.

A value of 1 requests logging of successful logins; avalue of 0 specifies
no logging.

Extended stored procedures

esp execution priority

esp execution stacksize
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The parameters in this group affect the behavior of extended stored
procedures (ESPs).

Summary information

Default value 8

Range of values 0-15

Status Dynamic

Display level Comprehensive
Required role System Administrator

The esp execution priority parameter sets the priority of the XP Server
thread for ESP execution. ESPs can be CPU-intensive over long periods
of time. Also, since XP Server resides on the same machine as Adaptive
Server, XP Server can impact Adaptive Server’s performance.

Useesp execution priority to set the priority of the XP Server thread for ESP
execution. See the Open Server Server-Library/C Reference Manual for
information about scheduling Open Server threads.

Summary information

Default value 34816

Range of values 34816-214

Status Static

Display level Comprehensive
Required role System Administrator




CHAPTER 5 Setting Configuration Parameters

The esp execution stacksize parameter sets the size of the stack, in bytes,
to be allocated for ESP execution.

Use this parameter if you have your own ESP functions that require a
larger stack size than the default, 34816.

esp unload dll

Summary information

Default value 0 (off)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Administrator

The esp unload dil parameter specifies whether DLL s that support ESPs
should be automatically unloaded from XP Server memory after the ESP
call has completed.

If esp unload dll isset to O, DL L s are not automatically unloaded. If it isset
to 1, they are automatically unloaded.

If esp unload dil isset to 0, you can still unload individual DLLsexplicitly
at runtime, using sp_freedll.

start mail session (Windows NT only)

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Administrator

The start mail session parameter enables and disables the automatic
initiation of an Adaptive Server mail session when you start Adaptive
Server. Thisfeatureis available on Windows NT servers only.

A value of 1 configures Adaptive Server to start amail session the next
time Adaptive Server is started. A vaue of 0 configures Adaptive Server
not to start amail session at the next restart.
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xp_cmdshell context
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If start mail session is0, you can start an Adaptive Server mail session
explicitly, using the xp_startmail system ESP.

Before setting the start mail session parameter, you must prepare your
Windows NT system by creating a mailbox and mail profile for Adaptive
Server. Then, you must create an Adaptive Server account for Sybmail.
See Configuration Guide for Windows NT for information about preparing
your system for Sybmail.

Summary information

Default value 1

Valid values 0,1

Status Dynamic

Display level Comprehensive
Required role System Administrator

The xp_cmdshell context parameter sets the security context for the
operating system command to be executed using the xp_cmdshell system
ESP.

Setting xp_cmdshell context to 1 restricts the xp_cmdshell security context
to users who have accounts at the operating system level. Its behavior is
platform-specific. If xp_cmdshell context is set to 1, to use an xp_cmdshell
ESP, an operating system user account must exist for the Adaptive Server
user name. For example, an Adaptive Server user named “sa’ will not be
ableto use xp_cmdshell unless he or she has an operating system level user
account named “sa’.

On Windows NT, when xp_cmdshell context is set to 1, xp_cmdshell
succeeds only if the user name of the user logging into Adaptive Server is
avalid Windows NT user name with Windows NT system administration
privileges on the system on which Adaptive Server is running.

On other platforms, when xp_cmdshell context is set to 1, xp_cmdshell
succeeds only if Adaptive Server was started by a user with “ superuser”
privileges at the operating system level. When Adaptive Server getsa
request to execute xp_cmdshell, it checks the uid of the user name of the
ESP requestor and runs the operating system command with the
permissions of that uid.
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General information

configuration file

Java services

If xp_cmdshell context is 0, the permissions of the operating system
account under which Adaptive Server isrunning are the permissions used
to execute an operating system command from xp_cmdshell. This allows
users to execute operating commands that they would not ordinarily be
able to execute under the security context of their own operating system
accounts.

The parameter in this group is not related to any particular area of
Adaptive Server behavior.

Summary information

Default value 0

Range of values N/A

Status Dynamic

Display level Comprehensive
Required role System Administrator

The configuration file parameter specifies the location of the configuration
file currently in use. See “Using sp_configure with a configuration file”
on page 84 for a complete description of configuration files.

In sp_configure output, the “Run Value’ column displays only 10
characters. For thisreason, the output may not display the entire path and
name of your configuration file.

The parameters in this group enable and configure memory for Javain
Adaptive Server. See the Java in Adaptive Server Enterprise manual for
complete information about Javain the database.

If you use method callsto JDBC, you may need to increase the size of the
execution stack available to the user. See “stack size” on page 228 for
information about setting the stack size parameter.
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enable java

Summary information

Default value 0 (disabled)

Range of values 0 (disabled), 1 (enabled)
Status Static

Display level Comprehensive
Required role System Administrator

The enable java parameter enables and disables Javain the Adaptive
Server database. You cannot install Java classes or perform any Java
operations until the server is enabled for Java.

Note The licenseinformation and the Run value for enable java are
independent of each other. Whether or not you have alicense for java, the
Run value and the Config value are set to 1 after you restart Adaptive
Server. You cannot run Java until you have alicense. If you have not
installed avalid license, Adaptive Server logs an error message and does
not activate the feature. See your installation guide for information about
installing license keys.

enable enterprise java beans

132

Summary information

Default value 0 (disabled)

Range of values 0 (disabled), 1 (enabled)
Status Static

Display level Comprehensive
Required role System Administrator
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The enable enterprise java beans parameter enables and disables EJB
Server in the Adaptive Server database. You cannot use EJB Server until
the Adaptive Server is enabled for EJB Server.

Note Thelicenseinformation and the Run valuefor enable java beans are
independent of each other. Whether or not you have alicense for java, the
Run value and the Config value are set to 1 after you restart Adaptive
Server. You cannot run EJB Server until you have alicense. If you have
not installed avalid license, Adaptive Server logs an error message and
does not activate the feature. See your installation guide for information
about installing license keys.

size of global fixed heap

Summary information

Default values 150 pages (32-hit version)
300 pages (64-bit version)

Minimum values 10 pages (32-bit version)
20 pages (64-hit version)

Status Dynamic

Display level Comprehensive

Required role System Administrator

The size of global fixed heap parameter specifies the memory space for
internal data structures and other needs.

If you change the size of the global fixed heap, you must also change the
total logical memory by the same amount.

size of process object heap

Summary information

Default values 1500 pages (32-bit version)
3000 pages (64-bit version)

Minimum values 45 pages (32-hit version)
90 pages (64-bit version)

Status Dynamic

Display level Basic
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Summary information

Required role System Administrator

Thessize of process object fixed heap parameter specifiesthe total memory
space for all processes using the Java VM.

If you change the size of process object fixed heap, you must change the
total logical memory by that amount.

size of shared class heap

Languages

default character set id
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Summary information

Default values 1536 pages (32-bit version)
3072 pages (64-bit version)

Minimum vaues 650 pages (32-hit version)
1300 pages (64-bit version)

Status Dynamic

Display level Basic

Required role System Administrator

Thesize of shared class heap parameter specifiesthe shared memory space
for al Javaclassescalled into the JavaVM. Adaptive Server maintainsthe
shared class heap server-wide for both user-defined and system-provided
Java classes.

If you change the size of shared class heap, you must change the total
logical memory by the same amount.

The parameters in this group configure languages, sort orders, and
character sets.

Summary information

Default value 1
Range of values 0-255
Status Static



CHAPTER 5 Setting Configuration Parameters

default language id

default sortorder id

Summary information
Display level Intermediate
Required role System Administrator

The default character set id parameter specifies the number of the default
character set used by the server. The default is set at installation time, and
can be changed later with the Sybase installation utilities. See Chapter 7,
“Configuring Character Sets, Sort Orders, and Languages,” for a
discussion of how to change character sets and sort orders.

Summary information

Default value 0

Range of values 0-32767

Status Dynamic

Display level Intermediate
Required role System Administrator

The default language id parameter is the number of the language that is
used to display system messages unless a user has chosen another
language from those available on the server. us_english alwayshasan ID

of NULL. Additional languages are assigned unique numbers as they are
added.

Summary information

Default value 50

Range of values 0-255

Status Static

Display level Comprehensive
Required role System Administrator

The default sortorder id parameter is the number of the sort order that is
installed as the default on the server. To change the default sort order, see
Chapter 7, “ Configuring Character Sets, Sort Orders, and Languages.”
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disable character set conversions

Lock Manager

Summary information

Default value 0 (enabled)

Vaid values 0 (enabled), 1 (disabled)
Status Static

Display level Comprehensive
Required role System Administrator

Changing disable character set conversions to 1 turns off character set
conversion for data moving between clients and Adaptive Server. By
default, Adaptive Server performs conversion on data moving to and from
clientsthat use character setsthat are different than the server’s. For
example, if some clients use Latin-1 (iso_1) and Adaptive Server uses
Roman-8 (roman8) asits default character set, data from the clientsis
converted to Roman-8 when being loaded into Adaptive Server. For
clientsusing Latin-1, the data is reconverted when it is sent to the client;
for clients using the same character set as Adaptive Server, the datais not
converted.

By setting disable character set conversions, you can request that no
conversion take place. For example, if al clients are using agiven
character set, and you want Adaptive Server to store all datain that
character set, you can set disable character set conversions to 1, and no
conversion will take place.

The parametersin this group configure locks.

lock address spinlock ratio
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Summary information

Default value 100

Range of values 12147483647

Status Static

Display level Comprehensive
Required role System Administrator
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number of locks

For Adaptive Servers running with multiple engines, the address lock
spinlock ratio sets the number of rows in the internal address locks hash
table that are protected by one spinlock.

Adaptive Server manages the acquiring and releasing of address locks
using aninternal hash table with 1031 rows (known as hash buckets). This
table can use one or more spinlocks to serialize access between processes
running on different engines.

Adaptive Server’s default value for address lock spinlock ratio is 100,
which defines 11 spinlocks for the address |ocks hash table. The first 10
spinlocks protect 100 rows each, and the eleventh spinlock protects the
remaining 31 rows. If you specify avalue of 1031 or greater for address
lock spinlock ratio, Adaptive Server uses only 1 spinlock for the entire
table.

Summary information

Default value 5000

Range of values 1000-2147483647
Status Dynamic

Display level Basic

Required role System Administrator

The number of locks parameter setsthe total number of available locksfor
all users on Adaptive Server.

The total number of locks needed by Adaptive Server depends on the
number and nature of the queriesthat are running. The number of locks
required by a query can vary widely, depending on the number of
concurrent and parallel processes and the types of actions performed by
the transactions. To see how many locksarein use at aparticular time, use
sp_lock.

For serial operation, we suggest that you can start with an arbitrary number
of 20 locks for each active, concurrent connection.

Parallel execution requires morelocksthan serial execution. For example,
if you find that queries use an average of five worker processes, try
increasing, by one-third, the number of locks configured for serial
operation.
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If the system runs out of locks, Adaptive Server displays a server-level
error message. If usersreport lock errors, it typically indicates that you
need to increase number of locks; but remember that |ocks use memory. See
“Number of locks’ on page 596 for information.

Note Datarowslocking may requirethat you change the valuefor number
of locks. See the Performance and Tuning Guide for more information.

deadlock checking period
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Summary information

Default value 500

Range of values 0-2147483

Status Dynamic

Display level Comprehensive
Required role System Administrator

deadlock checking period specifies the minimum amount of time (in
milliseconds) before Adaptive Server initiates a deadlock check for a
processthat iswaiting on alock to be released. Deadlock checking istime-
consuming overhead for applicationsthat experience no deadlocksor very
few, and the overhead grows as the percentage of lock requests that must
wait for alock also increases.

If you set this value to a nonzero value (n), Adaptive Server initiates a
deadlock check after aprocess waits at least n milliseconds. For example,
you can make a process wait at least 700 milliseconds for alock before
each deadlock check asfollows:

sp_configure "deadlock checking period", 700

If you set this parameter to 0, Adaptive Server initiates deadlock checking
when each process begins to wait for alock. Any value less than the
number of millisecondsinaclock tick istreated as0. See“ sl server clock
tick length” on page 207 for more information.
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deadlock retries

Configuring deadlock checking period to a higher value produces longer
delays before deadl ocks are detected. However, since Adaptive Server
grants most lock requests before this time elapses, the deadlock checking
overhead is avoided for those lock requests. If your applications deadlock
infrequently, set deadlock checking period to a higher value to avoid the
overhead of deadlock checking for most processes. Otherwise, the default
value of 500 should suffice.

Use sp_sysmon to determine the frequency of deadlocksin your system
and the best setting for deadlock checking period. Seethe Performance and
Tuning Guide for more information.

Summary information

Default value 5

Range of values 0-2147483647

Status Dynamic

Display level Intermediate
Required role System Administrator

deadlock retries specifies the number of times a transaction can attempt to
acquire alock when deadlocking occurs during an index page split or
shrink.

For example, Figure 5-4 illustrates the following scenario:

e Transaction A locks page 1007 and needs to acquire alock on page
1009 to update the page pointers for a page split.

e Transaction B isalso inserting an index row that causes a page split,
holds alock on page 1009, and needs to acquire alock on page 1007.

Inthissituation, rather than immediately choosing aprocess as a deadlock
victim, Adaptive Server relinquishes the index locks for one of the
transactions. This often allows the other transaction to complete and
releaseitslocks.

For the transaction that surrendered its locking attempt, the index is
rescanned from the root page, and the page split operation is attempted
again, up to the number of times specified by deadlock retries.
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Figure 5-4: Deadlocks during page splitting in a clustered index
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sp_sysmon reports on deadlocks and retries. See the Performance and
Tuning Guide for more information.

Summary information

Default value 85

Range of values 12147483647

Status Static

Display level Comprehensive
Required role System Administrator
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lock hashtable size

Adaptive Server manages the acquiring and releasing of locks using an
internal hash table with a configurable number of hash buckets. On SMP
systems, this hash table can use one or more spinlocks to serialize access
between processes running on different engines. To set the number of hash
buckets, use the lock hashtable size.

For Adaptive Servers running with multiple engines, the lock spinlock ratio
sets aratio that determines the number of lock hash buckets that are
protected by one spinlock. If you increase lock hashtable size, the number
of spinlocksincreases, so the number of hash buckets protected by one
spinlock remains the same.

Adaptive Server’s default value for lock spinlock ratio is 85. With lock
hashtable size set to the default value of 2048, the default spinlock ratio
defines 26 spinlocks for the lock hash table. For more information about
configuring spinlock ratios, see “ Configuring spinlock ratio parameters”
on page 654 of the System Administration Guide.

sp_sysmon reports on the average length of the hash chainsin the lock
hash table. See the Performance and Tuning Guide for more information.

Summary information

Default value 2048

Range of values 12147483647

Status Static

Display level Comprehensive
Required role System Administrator

lock hashtable size specifies the number of hash buckets in the lock hash
table. This table manages all row, page, and table locks and all lock
reguests. Each time atask acquires alock, the lock is assigned to a hash
bucket, and each lock request for that lock checks the same hash bucket.
Setting this value too low results in large numbers of locksin each hash
bucket and slows the searches. On Adaptive Servers with multiple
engines, setting this value too low can also lead to increased spinlock
contention. Do not set the value to less than the default value, 2048.

lock hashtable size must be apower of 2. If the value you specify is not a
power of 2, sp_configure rounds the value to the next highest power of 2
and prints an informational message.
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lock scheme

lock wait period
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The optimal hash table sizeis afunction of the number of distinct objects
(pages, tables, and rows) that will be locked concurrently. The optimal
hash table size is at least 20 percent of the number of distinct objects that
need to be locked concurrently. See Performance and Tuning Guide for
more information on configuring the lock hash table size.

Summary information

Default value allpages

Range of values allpages, datapages, datarows
Status Dynamic

Display level Comprehensive

Required role System Administrator

lock scheme sets the default locking scheme to be used by create table and
select into commandswhen alock schemeis not specified in the command.

The values for lock scheme are character data, so you must use 0 asa
placeholder for the second parameter, which must be numeric, and specify
allpages, datapages, or datarows as the third parameter:

sp_configure "lock scheme", 0, datapages

Summary information

Default value 2147483647

Range of values 02147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

lock wait period limits the number of seconds that tasks wait to acquire a
lock on atable, data page, or datarow. If thetask does not acquire the lock
within the specified time period, Adaptive Server returns error message
12205 to the user and rolls back the transaction.

The lock wait option of the set command sets a session-level number of
secondsthat atask will wait for alock. It overridesthe server-level setting
for the session.
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lock wait period, used with the session-level setting set lock wait nnn, isonly
applicable to user-defined tables. These settings have no influence on
system table.

At thedefault value, al processeswait indefinitely for locks. To restorethe
default value, reset the value to 2147483647 or use:

sp_configure "lock wait period", 0, "default"

read committed with lock

lock table spinlock ratio

Summary information

Default value 0 (off)

Valid values 0 (off), 1(on)

Status Dynamic

Display level Comprehensive
Required role System Administrator

read committed with lock determines whether an Adaptive Server using
transaction isolation level 1 (read committed) holds shared locks on rows
or pages of data-only-locked tables during select queries. For cursors, the
option applies only to cursors declared as read-only. By default, this
parameter isturned off to reduce lock contention and blocking. This
parameter affects only queries on data-only locked tables.

For transaction isolation level 1, select queries on allpages-locked tables
continue to hold locks on the page at the current position. Any updatable
cursor on a data-only-locked table also holds locks on the current page or
row. See the Performance and Tuning Guide for more information.

Summary information

Default value 20

Range of values 12147483647

Status Static

Display level Comprehensive
Required role System Administrator
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Memory use

For Adaptive Serversrunning with multiple engines, thetable lock spinlock
ratio configuration parameter sets the number of rowsin theinternal table
locks hash table that are protected by one spinlock.

Adaptive Server manages the acquiring and releasing of table locks using
an internal hash table with 101 rows (known as hash buckets). This table
can use one or more spinlocks to serialize access between processes
running on different engines.

Adaptive Server’s default value for table lock spinlock ratio is 20, which
defines 6 spinlocks for the table locks hash table. The first 5 spinlocks
protect 20 rows each; the sixth spinlock protects the last row. If you
specify avalue of 101 or greater for table lock spinlock ratio, Adaptive
Server uses only 1 spinlock for the entire table.

The following parameter optimizes Adaptive Server’'s memory use:

executable codesize + overhead
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Summary information

Default value 0

Range of values 0-2147483647

Status Calculated

Display level Basic

Required role System Administrator

executable codesize + overhead reportsthe combined size (in kilobytes) of
the Adaptive Server executable and overhead. It isa calculated value and
is not user-configurable.
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Metadata caches

The following parameters help set the metadata cache size for frequently
used system catal og information. The metadata cacheisareserved area of
memory used for tracking information on databases, indexes, or objects.
The greater the number of open databases, indexes, or objects, the larger
the metadata cache size. For adiscussion of metadata cachesin amemory-
usage context, see “ Open databases, open indexes, and open objects’ on
page 595.

number of open databases

Optimizing the number of
open databases parameter
for your system

Summary information

Default value 12

Range of values 52147483647

Status Dynamic

Display level Basic

Required role System Administrator

number of open databases Setsthe maximum number of databasesthat can
be open simultaneously on Adaptive Server.

When you calculate avalue, include the system databases master, model,
sybsystemprocs, and tempdb. If you have installed auditing, include the
sybsecurity database. Also, count the sample databases pubs2 and pubs3,
the syntax database sybsyntax, and the dbcc database dbccdb if they are
installed.

If you are planning to make a substantial change, such asloading alarge
database from another server, you can calculate an estimated metadata
cache size by using sp_helpconfig. sp_helpconfig displays the amount of
memory required for a given number of metadata descriptors, aswell as
the number of descriptorsthat can be accommodated by a given amount of
memory. A database metadata descriptor represents the state of the
database whileit isin use or cached between uses.

If Adaptive Server displays a message saying that you have exceeded the
allowable number of open databases, you will need to adjust the value.

To set the number of open databases parameter optimally:

e Step 1: Determine the total number of databases (database metadata
descriptors).
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e Step 2: Reset number of open databases to that number.

e Step 3: Find the number of active databases (active metadata
descriptors) during a peak period.

e Step 4: Reset number of open databases to that number, plus 10
percent.

The following section details the basic steps listed above.

1 Usethe sp_countmetadata system procedure to find the total number
of database metadata descriptors. For example:

sp_countmetadata "open databases"

The best timeto run sp_countmetadata is when thereis little activity
on the server. Running sp_countmetadata during a peak time can
cause contention with other processes.

Suppose Adaptive Server reports the following information:

There are 50 databases, requiring 1719 Kbytes of
memory. The 'open databases' configuration
parameter is currently set to 500.

2 Configure number of open databases with the value of 50:
sp_configure "number of open databases", 50

This new configuration isonly a start; the ideal size should be based
on the number of active metadata database cache descriptors, not the
total number of databases.

3 During apeak period, find the number of active metadata descriptors.
For example:

sp_monitorconfig "open databases"

Usage information at date and time: Apr 22 2002 2:49PM.
Name num_free num_active pct_act Max Used Reused

number of open 50 20 40.00 26 No

At this peak period, 20 metadata database descriptors are active; the
maximum number of descriptors that have been active since the
server was last started is 26.

See sp_monitorconfig in the Reference Manual for moreinformation.

4 Configure number of open databases to 26, plus additional space for
10 percent more (about 3), for atotal of 29:
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sp_configure "number of open databases", 29

If thereisalot of activity onthe server, for example, if databasesare being
added or dropped, runsp_monitorconfig periodically. Youwill needto reset
the cache size as the number of active descriptors changes.

number of open indexes

Optimizing the number of
open indexes parameter
for your system

Summary information

Default value 500

Range of values 1002147483647
Status Dynamic

Display level Basic

Required role System Administrator

number of open indexes Sets the maximum number of indexes that can be
used simultaneously on Adaptive Server.

If you are planning to make a substantial change, such as loading
databases with a large number of indexes from another server, you can
calculate an estimated metadata cache size by using sp_helpconfig.
sp_helpconfig displaysthe amount of memory required for agiven number
of metadata descriptors, as well as the number of descriptors that can be
accommaodated by a given amount of memory. An index metadata
descriptor represents the state of an index whileit isin use or cached
between uses.

The default run value is 500. If this number isinsufficient, Adaptive
Server displays a message after trying to reuse active index descriptors,
and you will need to adjust this value.

In order to configure the number of open indexes parameter optimally,
perform the following steps:

1 Usesp_countmetadatato find the total number of index metadata
descriptors. For example:

sp_countmetadata "open indexes"

The best time to run sp_countmetadata is when thereis little activity
inthe server. Running sp_countmetadata during a peak time can cause
contention with other processes.

Suppose Adaptive Server reports the following information:

There are 698 user indexes in all database(s),
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requiring 286.289 Kbytes of memory. The 'open
indexes' configuration parameter is currently set
to 500.

2 Configure the number of open indexes parameter to 698 as follows:
sp_configure "number of open indexes", 698

This new configuration isonly a start; the ideal size should be based
on the number of active index metadata cache descriptors, not the
total number of indexes.

3 During apeak period, find the number of active index metadata
descriptors. For example:

sp_monitorconfig "open indexes"

Usage information at date and time: Apr 22 2002 2:49PM.

Name

number of open

number of open objects
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num_free num_active pct_act Max Used Reused

In thisexample, 590 isthe maximum number of index descriptorsthat
have been used since the server was last started.

See sp_monitorconfig in the Reference Manual for moreinformation.

4 Configurethenumber of open indexes configuration parameter to 590,
plus additional space for 10 percent more (59), for atotal of 649:

sp_configure "number of open indexes", 649

If thereisalot of activity on the server, for example, if tables are being
added or dropped, run sp_monitorconfig periodically. You will need toreset
the cache size as the number of active descriptors changes.

Summary information

Default value 500

Range of values 1002147483647
Status Dynamic

Display level Basic

Required role System Administrator
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Optimizing the number of
open objects parameter for
your system

number of open objects sets the maximum number of objects that can be
open simultaneously on Adaptive Server.

If you are planning to make a substantial change, such as loading
databases with a large number of objects from another server, you can
calculate an estimated metadata cache size by using sp_helpconfig.
sp_helpconfig displaysthe amount of memory required for agiven number
of metadata descriptors, as well as the number of descriptors that can be
accommodated by a given amount of memory. An object metadata
descriptor represents the state of an object whileitisin use, or cached
between uses.

The default run value is 500. If this number isinsufficient, Adaptive
Server displays a message after trying to re-use active object descriptors.
You will need to adjust this value.

To set the number of open objects parameter optimally:

1 Usesp_countmetadatato find the total number of object metadata
cache descriptors. For example:

sp_countmetadata "open objects"

The best time to run sp_countmetadata is when thereis little activity
inthe server. Running sp_countmetadata during a peak time can cause
contention with other processes.

Suppose Adaptive Server reports the following information:

There are 340 user objects in all database(s),
requiring 140.781 Kbytes of memory. The 'open
objects' configuration parameter is currently set
to 500

2  Configure the number of open objects parameter to that value, as
follows:

sp_configure "number of open objects", 357

357 covers the 340 user objects, plus 5 percent to accommodate
temporary tables.

This new configuration is only a start; the ideal size should be based
on the number of active object metadata cache descriptors, not the
total number of objects.

3 During a peak period, find the number of active metadata cache
descriptors, for example:

sp_monitorconfig "open objects"
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number of open

Usage information at date and time: Apr 22 2002 2:49PM.

num_free num_active pct_act Max Used Reused

In this example, 397 is the maximum number of object descriptors
that have been used since the server was last started.

4 Configure the number of open objects to 397, plus 10 percent (40), for
atotal of 437:

sp_configure "number of open objects", 437

If thereisalot of activity on the server, for example, if tables are being
added or dropped, run sp_monitorconfig periodically. You will need toreset
the cache size as the number of active descriptors changes. See
sp_monitorconfig in the Reference Manual for more information.

open index hash spinlock ratio
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Summary information

Default value 100

Range of values 12147483647
Status Dynamic

Display level Basic

Required role System Administrator

open index hash spinlock ratio setsthe number of index metadata descriptor
hash tables that are protected by one spinlock. This parameter is used for
multiprocessing systems only.

All theindex descriptors belonging to the table are accessible through a
hash table. When a query is run on the table, Adaptive Server uses hash
tablesto look up the necessary index information in its sysindexes rows.
A hash tableisan internal mechanism used by Adaptive Server to retrieve
information quickly.

Usually, you do not need to change this parameter. In rare instances,
however, you may need to reset it if Adaptive Server demonstrates
contention from hash spinlocks. You can get information about spinlock
contention by using sp_sysmon. For more about sp_sysmon, see the
Performance and Tuning Guide.
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For moreinformation about configuring spinlock ratios, see“ Configuring
spinlock ratio parameters’ on page 654.

open index spinlock ratio

Summary information

Default value 100

Range of values 1-214748364

Status Dynamic

Display level Comprehensive
Required role System Administrator

open index spinlock ratio specifies the number of index metadata
descriptors that are protected by one spinlock.

Adaptive Server uses a spinlock to protect an index descriptor, since more
than one process can access the contents of the index descriptor. This
parameter is used for multiprocessing systems only.

The value specified for this parameter defines the ratio of index
descriptors per spinlock.

If one spinlock is shared by too many index descriptors, it can cause
spinlock contention. Use sp_sysmon to get areport on spinlock
contention. See the Performance and Tuning Guide more information. If
sp_sysmon output indicates an index descriptor spinlock contention of
more than 3 percent, try decreasing the value of open index spinlock ratio.

For moreinformation about configuring spinlock ratios, see* Configuring
spinlock ratio parameters’ on page 654.

open object spinlock ratio

Summary information

Default value 100

Range of values 12147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator
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open object spinlock ratio specifiesthe number of object descriptorsthat are
protected by one spinlock. Adaptive Server uses a spinlock to protect an
object descriptor, since more than one process can access the contents of
the object descriptor. This configuration parameter is used for
multiprocessing systems only.

The default value for this parameter is 100; 1 spinlock for each 100 object
descriptors configured for your server. If your server is configured with
only one engine, Adaptive Server setsonly 1 object descriptor spinlock,
regardless of the number of object descriptors.

If one spinlock is shared by too many object descriptors, it causes spinlock
contention. Use sp_sysmon to get areport on spinlock contention. Seethe
Performance and Tuning Guide for more information on spinlock
contention. If sp_sysmon output indicates an object descriptor spinlock
contention of more than 3 percent, try decreasing the value of the open
object spinlock ratio parameter.

For more informati on about configuring spinlock ratios, see* Configuring
spinlock ratio parameters’ on page 654.

Network communication

Use the parameters in this group to configure communication between
Adaptive Server and remote servers, and between Adaptive Server and
client programs.

allow remote access

Summary information

Default value 1 (on)

Valid values 0 (off), 1 (on)

Status Dynamic

Display level Intermediate

Required role System Security Officer

allow remote access controls logins from remote Adaptive Servers. The
default value of 1 allows Adaptive Server to communicate with Backup
Server. Only a System Security Officer can set allow remote access.
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Setting the value to 0 disables server-to-server RPCs. Since Adaptive
Server communi cates with Backup Server via RPCs, setting this
parameter to 0 makes it impossible to back up a database.

Since other system administration actions are required to enable remote
servers other than Backup Server to execute RPCs, leaving this option set
to 1 does not constitute a security risk.

allow sendmsg

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Security Officer

The allow sendmsg parameter enables or disables sending messages from
Adaptive Server to a UDP (User Datagram Protocol) port. When allow
sendmsg is Set to 1, any user can send messages using sp_sendmsg or
syb_sendmsg. To set the port number used by Adaptive Server, see
“syb_sendmsg port number” on page 159.

Note Sending messagesto UDP portsis not supported on Windows NT.

default network packet size

Summary information

Default value 512

Range of values 512-524288

Status Static

Display level Intermediate
Required role System Administrator

default network packet size configures the default packet size for all
Adaptive Server users. You can set default network packet size to any
multiple of 512 bytes; values that are not even multiples of 512 are
rounded down.
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Memory for all users who log in with the default packet size is alocated
from Adaptive Server’smemory pool, as set with total logical memory. This
memory is allocated for network packets when Adaptive Server is started.

Each Adaptive Server user connection uses:
*  Oneread buffer

e Onebuffer for messages

*  Onewrite buffer

Each of these buffers requires default network packet size bytes. The total
amount of memory allocated for network packetsis:

(number of user connections + number of worker processes) * 3 * default network

packet size

For example, if you set the default network packet size to 1024 bytes, and
you have 50 user connections and 20 worker processes, the amount of
network memory required is:

(50 + 20) * 3* 1024 = 215040 bytes

If you increase the default network packet size, you must also increase the
max network packet size to at least the same size. If the value of max
network packet size is greater than the value of default network packet size,
to increase the value of additional network memory. See “additional
network memory” on page 170 for further information.

Use sp_sysmon to see how changing the default network packet size
parameter affects network 1/0 management and task switching. For
example, try increasing default network packet size and then checking
sp_sysmon output to see how this affects bep for large batches. See the
Performance and Tuning Guide for more information.

Requesting a larger packet size at login
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The default packet size for most client programs like bep and isgl is set to
512 bytes. If you change the default packet size, clients must request the
larger packet size when they connect. Use the -A flag to Adaptive Server
client programs to request a large packet size. For example:

isgl -A2048
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max network packet size

Choosing packet sizes

Summary information

Default value 512

Range of values 512-524288

Status Static

Display level Intermediate
Required role System Administrator

max network packet size specifies the maximum network packet size that
can be requested by clients communicating with Adaptive Server.

If some of your applications send or receive large amounts of data across
the network, these applications can achieve significant performance
improvement by using larger packet sizes. Two examples are large bulk
copy operations and applications that read or write large text or image
values.

Generally, you want:

*  Thevalue of default network packet size to be small for users who
perform short queries

e max network packet size to belarge enough to allow userswho send or
receive large volumes of data to request larger packet sizes

max network packet size must always be as large as, or larger than, the
default network packet size. Values that are not even multiples of 512 are
rounded down.

For client applications that explicitly request alarger network packet size
to receive it, you must also configure additional network memory. See
“additional network memory” on page 170 for more information.

Seebcp and isqgl in the Utility Guide for information on using larger packet
sizes from these programs. Open Client Client-Library documentation
includes information on using variable packet sizes.

For best performance, choose a server packet size that works efficiently
with the underlying packet size on your network. The goals are:

¢ Reducing the number of server reads and writes to the network

*  Reducing unused space in network packets (increasing network
throughput)
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For example, if your network packet size carries 1500 bytes of data, setting
Adaptive Server’s packet size to 1024 (512*2) will probably achieve

better performance than setting it to 1536 (512* 3). Figure 5-5 shows how
four different packet size configurationswould perform in such ascenario.

Figure 5-5: Factors in determining packet size

Underlying Network Packets: 1500 Bytes after overhead

Packet Size 512

Used 1024 Bytes
Unused 476 Bytes . .
% Used: 63% Default packet size; depending on amount of data,

2 server reads network packets may have 1 or 2 packets

Packet Size 1024

Used 1024 Bytes
Unused 476 Bytes Should yield improved performance over default of 512
% Used: 68%

1 server read

Packet Size 2560

Used 2560 Bytes
Unused 440 Bytes
% Used 85%

2 server reads

Possibly the best option of illustrated choices

Packet Size 1536

Used 1536 Bytes
Unused 1464 Bytes
% Used 51%

2 server reads

Probably the worst option of illustrated choices

Key:
Overhead Data Unused

After you determine the available data space of the underlying packets on
your network, perform your own benchmark tests to determine the
optimum size for your configuration.
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Use sp_sysmon to see how changing max network packet size affects
network 1/0 management and task switching. For example, try increasing
max network packet size and then checking sp_sysmon output to see how
this affects bep for large batches. See the Performance and Tuning Guide
for more information.

max number network listeners

Summary information

Default value 5

Range of values 0-2147483647

Status Satic

Display level Comprehensive
Required role System Administrator

max number network listeners specifies the maximum number of network
listeners allowed by Adaptive Server at one time.

Each master port has one network listener. Generally, thereis no need to
have multiple master ports, unless your Adaptive Server needsto
communicate over more than one network type. Some platforms support
both socket and TLI (Transport Layer Interface) network interfaces. Refer
to the configuration documentation for your platform for information on
supported network types.

number of remote connections

Summary information

Default value 20

Range of values 5-32767

Status Static

Display level Intermediate
Required role System Administrator

number of remote connections specifies the number of logical connections
that can be open to and from an Adaptive Server at one time. Each
simultaneous connection to XP Server for ESP execution uses up to one
remote connection each. For more information, see Chapter 13,
“Managing Remote Servers.”
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number of remote logins

number of remote sites

Summary information

Default value 20

Range of values 0-32767

Status Static

Display level Intermediate
Required role System Administrator

number of remote logins controls the number of active user connections
from Adaptive Server to remote servers. Each simultaneous connection to
XP Server for ESP execution uses up to oneremote login each. You should
set this parameter to the same (or alower) value as number of remote
connections. For more information, see Chapter 13, “Managing Remote
Servers.”

Summary information

Default value 10

Range of values 0-32767

Status Static

Display level Intermediate
Required role System Administrator

number of remote sites determines the maximum number of remote sites
that can access Adaptive Server simultaneously. An each Adaptive Server-
to-XP Server connection uses one remote site connection.

Internally, number of remote sites determines the number of site handlers
that can be active at any onetime; all server accessesfromasinglesiteare
managed with asingle site handler. For moreinformation, see Chapter 13,
“Managing Remote Servers.”

remote server pre-read packets
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Summary information

Default value 3
Range of values 3-32767
Status Static
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Summary information
Display level Intermediate
Required role System Administrator

remote server pre-read packets determines the number of packets that will
be “pre-read” by a site handler during connections with remote servers.

All communication between two serversis managed through asingle site
handler, to reduce the required number of connections. The site handler
can pre-read and keep track of data packets for each user process before
the receiving processis ready to accept them.

The default value for remote server pre-read packets is appropriate for
most servers. Increasing the value uses more memory; decreasing the
value can slow network traffic between servers. For moreinformation, see
Chapter 13, “Managing Remote Servers.”

syb_sendmsg port number

Summary information

Default value 0

Valid values 0, or 1024-65535, or system limit
Status Dynamic

Display level Comprehensive

Required role System Administrator

The syb_sendmsg port number parameter specifies the port number that
Adaptive Server uses to send messagesto a UDP (User Datagram
Protocol) port with sp_sendmsg or syb_sendmsg.

If more than one engine is configured, a port is used for each engine,
numbered consecutively from the port number specified. If the port
number is set to the default value, 0 Adaptive Server assigns port numbers.

Note Sending messagesto UDP portsis not supported on Windows NT.

A System Security Officer must set the allow sendmsg configuration
parameter to 1 to enable sending messages to UDP ports. To enable UDP
messaging, a System Administrator must set allow sendmsg to 1. See
“allow sendmsg” on page 153. For more information on UDP messaging,
see sp_sendmsg in the Reference Manual.
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tcp no delay

O/S resources

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator

Thetcp no delay parameter controls TCP (Transmission Control Protocol)
packet batching. The default valueis 0, which meansthat TCP packetsare
batched.

TCP normally batches small logical packetsinto single larger physical
packets (by briefly delaying packets) fill physical network frameswith as
much data as possible. Thisisintended to improve network throughput in
terminal emulation environmentswhere there are mostly keystrokes being
sent across the network.

However, applications that use small TDS (Tabular Data Stream™)
packets may benefit from disabling TCP packet batching. To disable TCP
packet batching, set tcp no delay to 1.

Note Disabling TCP packet batching means that packets will be sent,
regardless of size; this will increase the volume of network traffic.

The parametersin this group are related to Adaptive Server’s use of
operating system resources.

max async i/os per engine
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Summary information

Default value 2147483647

Range of values 12147483647

Status Static

Display level Comprehensive
Required role System Administrator
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max async i/os per engine specifies the maximum number of outstanding
asynchronous disk /O requests for a single engine at one time. See “max
async i/os per server” on page 161 for more information.

max async i/os per server

Summary information

Default value 2147483647

Range of values 12147483647

Status Static

Display level Comprehensive
Required role System Administrator

Themax async i/os per server parameter specifiesthe maximum number of
asynchronous disk 1/0 requests that can be outstanding for Adaptive
Server at onetime. Thislimit is not affected by the number of online
engines per Adaptive Server; max async ilos per server limits the total
number of asynchronous 1/Os a server can issue at onetime, regardless of
how many online engines it has. max async i/os per engine limits the
number of outstanding 1/0Os per engine.

Most operating systems limit the number of asynchronous disk 1/0s that
can be processed at any one time; some operating systems limit the
number per operating system process, some limit the number per system,
and some do both. If an application exceeds these limits, the operating
system returns an error message. Because operating system cals are
relatively expensive, it isinefficient for Adaptive Server to attempt to
perform asynchronous 1/Os that get rejected by the operating system.

To avoid this, Adaptive Server maintains a count of the outstanding
asynchronous I/Os per engine and per server; if an engine issues an
asynchronous I/O that would exceed either max async i/os per engine or
max async i/os per server, Adaptive Server delays the I/O until enough
outstanding 1/Os have completed to fall below the exceeded limit.

For example, assume an operating system limit of 200 asynchronous I/Os
per system and 75 per process and an Adaptive Server with three online
engines. The engines currently have atotal of 200 asynchronous I/Os
pending, distributed according to the following table:
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Outcome

Engine 0 delays any further asynchronous I/Os until thetotal for the server isunder the
operating system per-system limit and then continues issuing asynchronous |/Os.

Engine 1 delays any further asynchronous 1/Os until the per-engine total is under the
operating system per-process limit and then continues issuing asynchronous 1/0Os.

Number of
Engine 1/Os pending
0 60
1 75
2 65

Engine 2 delays any further asynchronous 1/Os until the total for server is under the
operating system per-system limit and then continues issuing asynchronous |/Os.

o/s file descriptors
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All'1/0Os (both asynchronousand synchronous) requireadisk 1/0 structure,
so the total number of outstanding disk I/Osislimited by the value of disk
i/o structures. It is slightly more efficient for Adaptive Server to delay the
I/0 because it cannot get adisk 1/0 structure than because the 1/0 request
exceeds max i/os per server. You should set max async i/os per server equal
to the value of disk i/o structures. See “disk i/o structures’ on page 114.

If the limits for asynchronous 1/O can be tuned on your operating system,
make sure they are set high enough for Adaptive Server. Thereisno
penalty for setting them as high as needed.

Usesp_sysmon to seeif the per server or per enginelimitsaredelaying 1/0
on your system. If sp_sysmon shows that Adaptive Server exceeded the
limit for outstanding requests per engine or per server, raise the value of
the corresponding parameter. See the Performance and Tuning Guide for
more information.

Summary information

Default value 0

Range of values Site-specific

Status Read-only

Display level Comprehensive
Required role System Administrator

ofs file descriptors indicates the maximum per-process number of file
descriptors configured for your operating system. This parameter is read-
only and cannot be configured through Adaptive Server.

Many operating systems allow you to configure the number of file
descriptors available per process. See your operating system
documentation for further information on this.
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The number of file descriptors availablefor Adaptive Server connections,
which will be less than the value of o/s file descriptors, is stored in the
variable @@max_connections. For more information on the number of
file descriptors available for connections, see “Upper limit to the
maximum number of user connections’ on page 223.

shared memory starting address

Summary information

Default value 0

Range of values Platform-specific
Status Satic

Display level Comprehensive
Required role System Administrator

shared memory starting address determines the virtual address where
Adaptive Server startsits shared memory region.

Itisunlikely that you will ever have to reconfigure shared memory starting
address. You should do so only after consulting with Sybase Technical
Support.

Parallel queries

The following parameters configure Adaptive Server for parallel query
processing — where the optimizer eval uates each query to determine
whether it iseligible for parallel execution.

To determine the best values to use for the configuration parameters, and
to understand how these values affect the optimizer, see Chapter 19,
“Adaptive Server Optimizer,” and Chapter 25, “Parallel Query
Optimization,” in the Performance and Tuning Guide.

number of worker processes, max parallel degree, and max scan parallel
degree control parallel query processing at the server level. Using the
parallel_degree, process_limit_action, and scan_parallel_degree options to
the set command can limit parallel optimization at the session level, and
using the parallel keyword of the select command can limit parallel
optimization of specific queries. Figure 5-6 shows the precedence of the
configuration parameters and session parameters.
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Figure 5-6: Precedence of parallel options

Adaptive Server level Session level Satement level
sp_configure parameter set option parallel clause
number of
worker
processes Asmnndp B .denptes that B hg§
precedence if B is more restritive than A.

greater
than or
equal to

max parallel
degree

greater I
essthan less than parallel
than or or equal = P> parallel_degree |u m orequal p== P [degree]
equal to to to
max
scan_parallel_degree
n
| ]
] less than lessthan parallel
smndp o) equal = P (scan_parallel_degree fu m orequal Jp =" P [degree]
to

number of worker processes

Summary information

Default value 0

Range of values 02147483647
Status Dynamic

Display level Basic

Required role System Administrator
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max parallel degree

number of worker processes specifies the maximum number of worker
processes that Adaptive Server can use at any onetime for all
simultaneously running parallel queries combined.

Adaptive Server issues awarning message at start-up if thereis
insufficient memory to create the specified number of worker processes.
memory per worker process controls the memory allocated to each worker
process.

Summary information

Default value 1

Range of values 1-255

Status Dynamic

Display level Basic

Required role System Administrator

max parallel degree specifies the server-wide maximum number of worker
processes allowed per query. Thisis called the maximum degree of
parallelism.

If this number istoo low, the performance gain for a given query may not
be as significant as it could be; if the number istoo high, the server may
compile plans that require more processes than are actually available at
execution time, or the system may become saturated, resulting in
decreased throughput. To enable parallel partition scans, set this parameter
to be equal to or greater than the number of partitionsin the table you are

querying.
The value of this parameter must be less than or equal to the current value
of number of worker processes.

If you set max parallel degree to 1, Adaptive Server scans all tables or
indexes serially.

Changing max parallel degree causesall query plansinthe procedure cache
to beinvalidated, and new plans are compiled the next time you execute a
stored procedure or trigger.

For more information on parallel sorting, see Chapter 26, “Parallel
Sorting,” in the Performance and Tuning Guide.
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max scan parallel degree
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Summary information

Default value 1

Range of values 1-255

Status Dynamic

Display level Basic

Required role System Administrator

max scan parallel degree specifies the server-wide maximum degree of
parallelism for hash-based scans. Hash-based scans may be used for the
following access methods:

e Pardlel index scansfor partitioned and nonpartitioned tables
e Pardlel table scans for nonpartitioned tables

max scan parallel degree applies per table or index; that is, if max scan
parallel degree is 3, and one tablein ajoin query is scanned using a hash-
based table scan and the second can best be accessed by a hash-based
index scan, the query could use 9 worker processes (as long as max scan
parallel degree is set to 9 or higher.)

The optimizer uses this parameter as a guideline when it selects the
number of processesto use for parallel, nonpartition-based scan
operations. It does not apply to parallel sort. Because thereis no
partitioning to spread the data across devices, parallel processes can be
accessing the same device during the scan. This can cause additional disk
contention and head movement, which can degrade performance. To
prevent multiple disk accesses from becoming a problem, use this
parameter to reduce the maximum number of processesthat can accessthe
tablein parallel.

If this number istoo low, the performance gain for a given query will not
be as significant asit could be; if the number istoo large, the server may
compile plansthat use enough processesto make disk accesslessefficient.
A general rule of thumb isto set this parameter to no more than 2 or 3,
because it takes only 2 to 3 worker processesto fully utilize the I/0 of a
given physical device.

Set the value of this parameter to less than or equal to the current value of
max parallel degree. Adaptive Server returns an error if you specify a
number larger than the max parallel degree value.
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If you set max scan parallel degree to 1, Adaptive Server does not perform
hash-based scans.

Changing max scan parallel degree causesall query plansin the procedure
cache to be invalidated, and new plans are compiled the next time you
execute a stored procedure or trigger.

memory per worker process

Summary information

Default value 1024

Range of values 1024-2147483647
Status Dynamic

Display level Basic

Required role System Administrator

memory per worker process specifiesthe amount of memory (in bytes) used
by worker processes. Each worker processrequires memory for messaging
during query processing. Thismemory isallocated from a shared memory
pool; the size of this pool ismemory per worker process multiplied by
number of worker processes. For most query processing, the default sizeis
more than adequate. If you use dbcc checkstorage, and have set number of
worker processes to0 1, you may need to increase memory per worker
process to 1792 bytes. See “ Other configuration parameters for parallel
processing” on page 572 of the Performance and Tuning Guide for
information on setting this parameter.

For more information on Adaptive Server’'s memory allocation, see
Chapter 18, “Configuring Memory.”

Physical memory

The parameters in this group configure your machine’s physical memory
resources.

allocate max shared memory

Summary information

Default value 0

Range of values 01
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Summary information

Status Dynamic
Display level Basic
Required role System Administrator

allocate max shared memory determineswhether Adaptive Server allocates
all the memory specified by max memory at start-up or only the amount of
memory the configuration parameter requires.

By setting allocate max shared memory to 0, you ensure that Adaptive
Server uses only the amount of shared memory required by the current
configuration, and allocates only the amount of memory required by the
configuration parameters at start-up, which is a smaller value than max
memory.

If you set allocate max shared memory to 1, Adaptive Server alocates all
the memory specified by max memory at start-up. If allocate max shared
memory is 1, and if you increase max memory, Adaptive Server
immediately uses additional shared memory segments. This means that
Adaptive Server always has the memory required for any memory
configuration changes you make and there is no performance degradation
while the server readjusts for additional memory. However, if you do not
predict memory growth accurately, and max memory isset to alargevalue,
you may waste total physical memory.

dynamic allocation on demand
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Summary information

Default value 1

Range of values 0,1

Status Dynamic

Display level Basic

Required role System Administrator

Determines when memory is allocated for changes to dynamic memory
configuration parameters.

If you set dynamic allocation on demand to 1, memory is allocated only as
itisneeded. That is, if you change the configuration for number of user
connections from 100 to 200, the memory for each user isadded only when
the user connects to the server. Adaptive Server continuesto add memory
until it reaches the new maximum for user connections.
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max memory

If dynamic allocation on demand isset to 0, all the memory required for any
dynamic configuration changes is allocated immediately. That is, when
you change the number of user connections from 100 to 200, the memory
required for the extra 100 user connections isimmediately all ocated.

Summary information

Default value Platform-dependent

Range of values Platform-dependent minimum — 2147483647
Status Dynamic

Display level Basic

Required role System Administrator

Specifies the maximum amount of total physical memory that you can
configure Adaptive Server to allocate. max memory must be greater than
the total logical memory consumed by the current configuration of
Adaptive Server.

There is no performance penalty for configuring Adaptive Server to use
the maximum memory available to it on your computer. However, assess
the other memory needs on your system, or Adaptive Server may not be
able to acquire enough memory to start.

See Chapter 18, “Configuring Memory,” in the System Administration
Guide for instructions on how to maximize the amount of max memory for
Adaptive Server.

If Adaptive Server cannot start

When allocate max shared memory is set to 1, Adaptive Server must have
the amount of memory available that is specified by max memory. If the
memory is not available, Adaptive Server will not start. If this occurs,
reduce the memory requirements for Adaptive Server by manually
changing the value of max memory in the server’s configuration file. You
can aso change the value of allocate max shared memory to 0 so that not
all memory required by max memory isrequired at start-up.

169



Details on configuration parameters

You may also want to reduce the valuesfor other configuration parameters
that require large amounts of memory. Then restart Adaptive Server to use
the memory specified by the new values. If Adaptive Server failsto start
becausethetotal of other configuration parameter valuesishigher thanthe
max memory value, see Chapter 18, “ Configuring Memory,” in the System
Administration Guide for information about configuration parametersthat
use memory.

additional network memory
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Summary information

Default value 0

Range of values 02147483647
Status Dynamic

Display level Intermediate
Required role System Administrator

additional network memory sets the maximum size of additional memory
that can be used for network packetsthat are larger than the default packet
size. Adaptive Server rounds down the value you enter to the nearest 2K
value. The default value indicatesthat no extra spaceis allocated for large
packets.

If you increase max network packet size but do not increase additional
network memory, clients cannot use packet sizesthat are larger than the
default size, because al allocated network memory isreserved for users at
the default size. Adaptive Server guarantees that every user connection
canlogin at the default packet size. In this situation, users who request a
large packet size when they log in receive awarning message telling them
that their application will use the default size.

Increasing additional network memory may improve performance for
applicationsthat transfer large amounts of data. To determinethevaluefor
additional network memory when your applications use larger packet sizes:

»  Estimate the number of simultaneous userswho will request the large
packet sizes, and the sizes their applications will request,

»  Multiply thissum by three, since each connection needsthreebuffers,
* Add two percent for overhead, and
* Round the value to the next highest multiple of 2048.
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heap memory per user

For example, if you estimate these simultaneous needs for larger packet

Sizes:
Application Packet size Overhead
bcp 8192
Client-Library 8192
Client-Library 4096
Client-Library 4096
Total 24576
Multiply by 3 buffers/user * 3=73728
Compute 2% overhead * 02=1474
Add overhead + 1474
Additional network memory 75202
Round up to multiple of 2048 75776

You should set additional network memory to 75,776 bytes.

Summary information

Default value 4K

Vaid values 0— 2147483647 bytes
Status Dynamic

Display level Comprehensive
Required role System Administrator

heap memory per user configures the amount of heap memory per user. A
heap memory pool isan internal memory created at start-up that tasks use
to dynamically allocate memory as needed. This memory pool is
important if you are running tasks that use wide columns, which require a
lot of memory from the stack. The heap memory allocates atemporary
buffer that enables these wide column tasks to finish. The heap memory
thetask usesisreturned to the heap memory pool when the task isfinished.

The size of the memory pool depends on the number of user connections.
Sybase recommends that you set heap memory per user to three times the
size of your logical page.
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lock shared memory

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator

lock shared memory disallows swapping of Adaptive Server pagesto disk
and allows the operating system kernel to avoid the server’sinternal page
locking code. This can reduce disk reads, which are expensive.

Not all platforms support shared memory locking. Even if your platform
does, lock shared memory may fail due to incorrectly set permissions,
insufficient physical memory, or for other reasons. See the configuration
documentation for your platform for information on shared memory
locking.

max SQL text monitored
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Summary information

Default value 0

Range of values 02147483647
Status Static

Display level Comprehensive
Required role System Administrator

max SQL text monitored specifiesthe amount of memory allocated per user
connection for saving SQL text to memory shared by Adaptive Server
Monitor.

Initially, the amount of memory allocated for saving text is 0, and since
this parameter is static, you must restart Adaptive Server before you can
start saving SQL Text.

If you do not allocate enough memory for the batch statements, the text
you want to view may be in the section of the batch that is truncated.
Sybase recommends an initial value of 1024 bytes of memory per user
connection.
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total physical memory

total logical memory

The total memory allocated from shared memory for the SQL text isthe
product of max SQL text monitored multiplied by the currently configured
number of user connections.

For more information on max SQL text monitored, see “Configuring
Adaptive Server to save SQL batch text” on page 64.

Summary information

Default value N/A

Range of values N/A

Status Read-only

Display level Intermediate
Required role System Administrator

total physical memory is aread-only configuration parameter that displays
the total physical memory for the current configuration of Adaptive
Server. Thetotal physical memory isthe amount of memory that Adaptive
Server isusing at a given moment in time. Adaptive Server should be
configured so that the value for max memory islarger than the value for
total logical memory, and the valuefor total logical memory islarger than the
value for total physical memory.

Summary information

Default value N/A

Range of values N/A

Status Read-only

Display level Intermediate
Required role System Administrator
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Processors

total logical memory displays the total logical memory for the current
configuration of Adaptive Server. Thetotal logical memory isthe amount
of memory that Adaptive Server’s current configuration uses. total logical
memory displays the memory whichisrequired to be available, but which
may or may not bein use at any given moment. For information about the
amount of memory in use at a given moment, see the configuration
parameter total physical memory. You cannot usetotal logical memory to set
any of the memory configuration parameters.

The parameters in this group configure processors in an SMP
environment.

number of engines at startup
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Summary information

Default value 1

Range of values 1 — number of CPUs on machine
Status Static

Display level Basic

Required role System Administrator

Adaptive Server alows usersto take al engines offline, except engine
zero.

number of engines at startup is used exclusively during start-up to set the
number of enginesbrought online. It isdesigned to allow usersthe greatest
flexibility in the number of engines brought online, subject to the
restriction that you cannot set the value of number of engines at startup to
avalue greater than the number of CPUs on your machine, or to avalue
greater than the configuration of max online engines. Users who do not
intend to bring engines online after start-up should set max online engines
and number of engines at startup to the same value. A difference between
number of engines at startup and max online engines wastes approximately
1.8 MB of memory per engine.
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max online engines

Summary information

Default value 1

Range of values 1-128

Status Static

Display level Intermediate
Required role System Administrator

Therole of max online engines isto set a high value of enginesto be taken
online at any onetimein an SM P environment. It does not take the number
of CPUs available at start-up into account, and allows users to add CPUs
at alater date.

max engines online specifies the maximum number of Adaptive Server
engines that can be online at any onetime in an SMP environment. See
Chapter 20, “Managing Multiprocessor Servers,” for adetailed discussion
of how to set this parameter for your SMP environment.

At start-up, Adaptive Server starts with a single engine and completesiits
initialization, including recovery of all databases. Itsfinal task isto
allocate additional server engines. Each engine accesses common data
structures in shared memory.

When tuning the max engines online parameter:
«  Never have more online engines than there are CPUs.

e Depending on overall system load (including applications other than
Adaptive Server), you may achieve optimal throughput by leaving
some CPUs free to run non-Adaptive Server processes.

e Better throughput can be achieved by running fewer engines with
high CPU use, rather than by running more engines with low CPU
use.

e Scalahility is application-dependent. You should conduct extensive
benchmarks on your application to determine the best configuration
of online engines.

e You can use the dbcc engine command to take engines offline or to
bring them online line. You can offline all engines other than engine
zero.
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See “Taking engines offline with dbcc engine” on page 650 for
information on using dbcc engine. See Chapter 3, “Using Engines and
CPUSs,” in the Performance and Tuning Guide for more information on
performance and engine tuning.

RepAgent thread administration

The parameter in this group configures replication via Replication
Server®.

enable rep agent threads

Summary information

Default value 0

Range of values 0-1

Status Dynamic

Display level Basic

Required role System Administrator

enable rep agent threads enables the RepAgent thread within Adaptive
Server.

Through version 11.0.3 of Replication Server, the Log Transfer Manager
(LTM), areplication system component, transfers replication datato the
Replication Server. Beginning with Replication Server versionslater than
11.0.3, transfer of replication data handled by RepAgent, which will run
asathread under Adaptive Server. Setting enable rep agent threads enables
this feature.

Other steps are also required to enable replication. For more information,
see the Replication Server documentation.

SQL server administration

The parametersin this group are related to general Adaptive Server
administration.
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abstract plan cache

abstract plan dump

abstract plan load

Summary information

Default value 0

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Administrator

abstract plan cache enables caching of abstract plan hash keys. By defaullt,
caching is not enabled. For more information, see Chapter 31, “Creating
and Using Abstract Plans,” in the Performance and Tuning Guide. abstract
plan load must be enabled in order for plan caching to take affect.

Summary information

Default value 0

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Administrator

abstract plan dump enables the saving of abstract plansto the ap_stdout
abstract plansgroup. For moreinformation, see Chapter 31, “ Creating and
Using Abstract Plans,” in the Performance and Tuning Guide.

Summary information

Default value 0

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Administrator

177



Details on configuration parameters

abstract plan replace

allow backward scans
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abstract plan load enables association of querieswith abstract plansin the
ap_stdin abstract plans group. For more information, see Chapter 31,
“Creating and Using Abstract Plans,” in the Performance and Tuning
Guide.

Summary information

Default value 0

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Administrator

abstract plan replace enables plan replacement for abstract plansin the
ap_stdout abstract plans group. For more information, see Chapter 31,
“Creating and Using Abstract Plans,” in the Performance and Tuning
Guide. abstract plan load must be enabled in order for replace modeto take
effect.

Summary information

Default value 1 (on)

Valid vaues 0 (off), 1 (on)

Status Dynamic

Display level Intermediate
Required role System Administrator

allow backward scans controls how the optimizer performs select queries
that contain the order by...desc command:

*  Whenthevalueisset to 1, the optimizer can access the index or table
rows by following the page chain in descending index order.

*  Whenthevalueis set to 0, the optimizer selects the rowsinto a
worktable by following the index page pointersin ascending order
and then sorts the worktable in descending order.
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allow nested triggers

allow resource limits

The first method—performing backward scans—can speed access to
tables that need results ordered by descending column values. Some
applications, however, may experience deadl ocks due to backward scans.
In particular, look for increased deadlocking if you have delete or update
queries that scan forward using the same index. There may also be

deadl ocks due to page splitsin the index.

You can use print deadlock information to send messages about deadlocks
tothe error log. See “ print deadlock information” on page 204.
Alternatively, you can use sp_sysmon to check for deadlocking. See the
Performance and Tuning Guide for more information on deadlocks.

Summary information

Default value 1 (on)

Valid values 0 (off), 1 (on)

Status Static

Display level Intermediate
Required role System Administrator

allow nested triggers controls the use of nested triggers. When the valueis
set to 1, data modifications made by triggers can fire other triggers. Set
allow nested triggers to O to disable nested triggers. A set option,
self_recursion, controls whether the modifications made by atrigger can
cause that trigger to fire again.

Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator
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allow resource limits controls the use of resource limits. When the valueis
set to 1, the server alocates internal memory for time ranges, resource
limits, and internal server alarms. The server also internally assigns
applicable ranges and limits to user sessions. The output of sp_configure
displaysthe optimizer’s cost estimate for aquery. Set allow resource limits
to 0 to disable resource limits.

allow updates to system tables
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Summary information

Default value 0 (off)

Valid vaues 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Administrator

allow updates to system tables enables userswith the System Administrator
role to make changes to the system tables and to create stored procedures
that can modify systemtables. A database administrator can update system
tablesin any tablesthat he or she ownsif allow updates to system tables is
enabled.

System tablesinclude:
»  All Sybase-supplied tables in the master database

» All tablesin user databases that begin with “sys’ and that have an ID
value in the sysobjects table of less than or equal to 100

Warning! Incorrect alteration of asystem table can result in database
corruption and loss of data. Always use begin transaction when
modifying a system table to protect against errors that could corrupt
your databases. Immediately after finishing your modifications,
disable allow updates to system tables.

Stored procedures and triggers you create while allow updates to system
tables is set on are aways able to update the system tables, even after the
parameter has been set off. When you set allow updates to system tables to
on, you create a“window of vulnerability,” aperiod of time during which
users can alter system tables or create a stored procedure with which the
system tables can be altered in the future.
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Because the system tables are so critical, it is best to set this parameter to
on only in highly controlled situations. To guarantee that no other users
can access Adaptive Server while the system tables can be directly
updated, restart Adaptive Server in single-user mode. For details, see
startserver and dataserver in the Utility Guide.

cpu accounting flush interval

Summary information

Default value 200

Range of values 12147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

cpu accounting flush interval specifiesthe amount of time, in machine clock
ticks, that Adaptive Server waits before flushing CPU usage statistics for
each user from sysprocesses to syslogins, a procedure used in chargeback
accounting. (Note that thisis measured in machine clock ticks, not
Adaptive Server clock ticks.)

When a user logsin to Adaptive Server, the server begins accumulating
figuresfor CPU usage for that user processin sysprocesses. When a user
logs off Adaptive Server, or when the value of cpu accounting flush interval
is exceeded, the accumulated CPU usage statistics are flushed from
sysprocesses t0 syslogins. These statistics continue accumulating in
syslogins until you clear thetotalsusing sp_clearstats. You can display the
current totals from syslogins using sp_reportstats.

The value to which you set cpu accounting flush interval depends on the
type of reporting you intend to do. If you intend to run reportson a
monthly basis, set cpu accounting flush interval to arelatively high value.
With infrequent reporting, it isless critical that the datain syslogins be
updated as often.

On the other hand, if you intend to do periodic ad hoc selects on the totcpu
column in syslogins to determine CPU usage by process, set cpu
accounting flush interval to alower value. Doing so increasesthe likelihood
of the datain syslogins being up to date when you execute your selects.

181



Details on configuration parameters

cpu grace time

182

Setting cpu accounting flush interval to alow value may cause processesto
be mistakenly identified as potential deadlock victims by the lock
manager. When the lock manager detects adeadlock, it checksthe amount
of CPU time accumulated by each competing processes. The processwith
thelesser amount is chosen asthe deadlock victim and isterminated by the
lock manager. Additionally, when cpu accounting flush interval is set to a
low value, the task handlers that store CPU usage information for
processes areinitialized more frequently, thus making processes appear as
if they have accumulated less CPU time than they actually have. Because
of this, the lock manager may select a process as the deadlock victim
when, in fact, that process has more accumulated CPU time than the
competing process.

If you do not intend to report on CPU usage at all, set cpu accounting flush
interval to its maximum value. This reduces the number of times syslogins
is updated and reduces the number of timesits pages need to be written to
disk.

Summary information

Default value 500

Range of values 02147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

cpu grace time, together with time slice, specifies the maximum amount of
timethat a user process can run without yielding the CPU before Adaptive
Server preemptsit and terminates it with atime-dlice error. The units for
cpu grace time aretimeticks, as defined by sql server clock tick length. See
“sgl server clock tick length” on page 207 for more information.

When a process exceeds cpu grace time Adaptive Server “infects’ it by
removing the process from the internal queues. The processiskilled, but
Adaptive Server is not affected. This prevents runaway processes from
monopolizing the CPU. If any of your user processes become infected,
you may be able to temporarily fix the problem by increasing the val ue of
cpu grace time. However, you must be sure that the problem really isa
process that takes more than the current value of cpu grace time to
complete, rather than a runaway process.



CHAPTER 5 Setting Configuration Parameters

Temporarily increasing the cpu grace time valueis aworkaround, not a
permanent fix, sinceit may cause other complications; see“timeslice” on
page 208. Also, see Chapter 3, “Using Engines and CPUs,” and
“Execution task scheduling” on page 29 of the Performance and Tuning
Guide for amore detailed discussion of task scheduling.

default database size

Summary information

Default value Logical pagesize
Range of values 2210000
a Minimum determined by server’slogical page size.
Status Dynamic
Display level Intermediate
Required role System Administrator

default database size setsthe default number of megabytes allocated to a
new user database if the create database statement isissued without any
size parameters. A database size givenin acreate database statement takes
precedence over the value set by this configuration parameter.

If most of the new databases on your Adaptive Server require more than
one logical page size, you may want to increase the default.

Note If you alter the model database, you must also increase the default
database size, because the create database command copies model to
create a new user database.

default fill factor percent

Summary information

Default value 0

Range of values 0-100

Status Dynamic

Display level Intermediate
Required role System Administrator
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default fill factor percent determines how full Adaptive Server makes each
index page when it is creating a new index on existing data, unless thefill
factor is specified in the create index statement. Thefillfactor percentageis
relevant only at the time the index is created. As the data changes, the
pages are not maintained at any particular level of fullness.

default fill factor percent affects:

e Theamount of storage space used by your data— Adaptive Server
redistributes the data as it creates the clustered index.

»  Performance — splitting up pages uses Adaptive Server resources.

There is seldom areason to change default fill factor percent, especially
since you can override it in the create index command. For more
information about the fill factor percentage, see create index in the
Reference Manual.

default exp_row_size percent
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Summary information

Default value 5

Range of values 0-100

Status Dynamic

Display level Intermediate
Required role System Administrator

default exp_row_size percent reserves space for expanding updatesin data-
only-locked tables, to reduce row forwarding. An expanding updateisany
update to a datarow that increases the length of the row. Data rows that
allow null values or that have variable-length columns may be subject to
expanding updates. In data-only-locked tables, expanding updates can
requirerow forwarding if the datarow increasesin size so that it no longer
fits on the page.

The default value, sets aside 5 percent of the available data page size for
use by expanding updates. Since 2002 bytes are available for data storage
on pages in data-only-locked tables, this leaves 100 bytes for expansion.
Thisvalueis only applied to pages for tables that have variable-length
columns.

Valid values are 0—99. Setting default exp_row_size percent to 0 meansthat
all pages are completely filled and no spaceisleft for expanding updates.
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dump on conditions

enable sort-merge joins

default exp_row_size percent is applied to data-only-locked tables with
variable-length columns when exp_row_size is not explicitly provided
with create table or set with sp_chgattribute. If avalueis provided with
create table, that val ue takes precedence over the configuration parameter
setting. See the Performance and Tuning Guide for more information.

Summary information

Default value 0

Range of values 0-1

Status Dynamic

Display level Intermediate
Required role System Administrator

dump on conditions determineswhether Adaptive Server generates adump
of datain shared memory when it encounters the conditions specified in
maximum dump conditions.

Note The dump on conditions parameter isincluded for use by Sybase
Technical Support only. Do not modify it unless you are instructed to do
so by Sybase Technical Support.

and JTC
Summary information
Default value 0
Range of values 0-1
Status Dynamic
Display level Comprehensive
Required role System Administrator

enable sort-merge joins and JTC configuration parameter determines
whether mergejoinsand join transitive closure are considered by the query
optimizer. By default, merge joins and join transitive closure are not
enabled. To enable merge joins, set this parameter to 1.
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Merge joins and join transitive closure can improve performance for
queries that access large amounts of data, but increase optimization time.
The session-level options set sort-merge on and set jtc on take precedence
over the server-wide setting. For more information, see “Enabling and
disabling merge joins’ on page 468 and “ Enabling and disabling join
transitive closure” on page 468 in the Performance and Tuning Guide.

enable row level access control

Summary information

Default value 0

Valid vaues 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Security Officer

Enables row level access control. You must have the security services
license key enabled before you configure enable row level access control.

enable ssl

Summary information

Default value 0

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Security Officer

The enable ssl parameter enables or disables Secure Sockets Layer
session-based security.

event buffers per engine

Summary information

Default value 100

Range of values 12147483647
Status Static

Display level Comprehensive
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Summary information
Required role System Administrator

The event buffers per engine parameter specifies the number of events per
Adaptive Server enginethat can be monitored simultaneously by Adaptive
Server Monitor. Events are used by Adaptive Server Monitor for
observing Adaptive Server performance; if you are not using Adaptive
Server Monitor, set this parameter to 1.

Thevalueto which you set event buffers per engine depends on the number
of enginesin your configuration, the level of activity on your Adaptive
Server, and the kinds of applications you are running.

Setting event buffers per engine to alow value may result in the loss of
event information. The default value, islikely to betoo low for most sites.
Values of 2000 and above may be more reasonable for general monitoring.
However, you need to experiment to determine the appropriate value for
your site.

In general, setting event buffers per engine to a high value may reduce the
amount of performance degradation that Adaptive Server Monitor causes
Adaptive Server.

Each event buffer uses 100 bytes of memory. To determine the total
amount of memory used by a particular value for event buffers per engine,
multiply the value by the number of Adaptive Server enginesin your
configuration.

housekeeper free write percent

Summary information

Default value 1

Range of values 0-100

Status Dynamic

Display level Intermediate
Required role System Administrator

housekeeper free write percent specifies the maximum percentage by
which the housekeeper task can increase database writes.

For example, to stop the housekeeper task from working when the
frequency of database writes reaches 5 percent above normal, set
housekeeper free write percent to 5:
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sp_configure "housekeeper free write percent", 5

When Adaptive Server has no user tasks to process, the housekeeper task
automatically begins writing changed pages from cache to disk. These
writes result in improved CPU utilization, decreased need for buffer
washing during transaction processing, and shorter checkpoints.

In applications that repeatedly update the same database page, the
housekeeper may initiate some unnecessary database writes. Although
these writes occur only during the server’sidle cycles, they may be
unacceptable on systems with overloaded disks.

The table and index statistics that are used to optimize queries are
maintained in memory structures during query processing. When these
statistics change, the changes are not written to the systabstats table
immediately, to reduce I/O contention and improve performance. Instead,
the housekeeper task periodically flushes statistics to disk.

Warning! Setting housekeeper free write percent to 0 disables flushing
statistics to the systabstats table. This can seriously impair performance if
statistics change significantly.

The default value all ows the housekeeper task to increase disk 1/0 by a
maximum of 1 percent. This resultsin improved performance and
recovery speed on most systems.

To disable the housekeeper task, set the value of housekeeper free write
percent to O:

sp_configure "housekeeper free write percent", 0

You should set thisvalue to 0 only if disk contention on your systemis
high, and it cannot tolerate the extra 1/O generated by the housekeeper.

If you disable the housekeeper tasks, be certain that statistics are kept
current. Commands that write statistics to disk are:

*  update statistics

» dbcc checkdb (for all tables in a database) or dbcc checktable (for a
single table)

* sp_flushstats

You should run one of these commands on any tables that have been
updated since the last time statistics were written to disk, at the following
times:
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enable HA

«  Before dumping adatabase
e Before an orderly shutdown

e After rebooting, following afailure or orderly shutdown; in these
cases, you cannot use sp_flushstats, you must use update statistics or
dbcc commands

e After any significant changesto atable, such asalarge bulk copy
operation, altering the locking scheme, deleting or inserting large
numbers of rows, or atruncate table command

To allow the housekeeper task to work continuously, regardless of the
percentage of additional databasewrites, set housekeeper free write percent
to 100:

sp_configure "housekeeper free write percent", 100

Use sp_sysmon to monitor housekeeper performance. See the
Performance and Tuning Guide for more information.

It might also be hel pful to look at the number of free checkpointsinitiated
by the housekeeper task. The Performance and Tuning Guide describes
this output.

Summary information

Default value 0

Range of values 0-1

Status Static

Display level Comprehensive
Required role System Administrator
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enable housekeeper GC
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Setting enable HA is set to 1 allows you to configure Adaptive Server asa
companion server in ahigh availability subsystem. Adaptive Server use s
Sybase's Failover to interact with the high availability subsystem. You

must set enable HA to 1 before you run theinstallhasvss script (insthasv on
WindowsNT), whichinstallsthe system procedures for Sybase's Failover.

Note The license information and the Run value for enable HA are
independent of each other. Whether or not you have alicense for Sybase
Failover, the Run value and the Config value are set to 1 after you reboot
Adaptive Server. And until you have alicense, you cannot run Sybase
Failover. If you have not installed avalid license, Adaptive Server logsan
error message and does not activate the feature. See your Installation
Guide for information about installing license keys.

Note that, setting enable HA to 1 does not mean that Adaptive Server is
configured to work in a high availability system. You must perform the
steps described in Using Sybase Failover in A High Availability Systemto
configure Adaptive Server to be acompanion server in ahigh availability
system.

When enable HA is set to 0, you cannot configure for Sybase's Failover,
and you cannot run installhasvss (insthasv on Windows NT).

Summary information

Default value 1

Range of values 0-1

Status Dynamic

Display level Intermediate
Required role System Administrator

When enable housekeeper GC is set to 1, the housekeeper task performs
space reclamation on data-only-locked tables. housekeeper free write
percent must also be set to greater than O if it is set to zero, the
housekeeper task is disabled. When a user task deletes arow from a data-
only-locked table, atask is queued to the housekeeper to check the data
and index pages for committed deletes.
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When enable housekeeper GC is set to 0, the housekeeper does not
perform space reclamation. If all tables on your server use the allpages
locking scheme, or if very few deletes or shrinking updates are performed
on data-only-locked tables, setting enable housekeeper GC to O improves
performance by dlightly reducing housekeeper overhead. Use this setting:

e If you use only allpages locking
e |f there are few deletes performed on your data-only-locked tables
e If your workload leaves littleidle CPU time

sp_sysmon reports on how often the housekeeper task performed space
reclamation and how many pages were reclaimed. See the Performance
and Tuning Guide.

identity burning set factor

Summary information

Default value 5000

Range of values 1-9999999

Status Static

Display level Intermediate
Required role System Administrator

IDENTITY columns are of type numeric and scale zero whose values are
generated by Adaptive Server. Column values can range from alow of 1
to a high determined by the column precision.

For eachtablewithan IDENTITY column, Adaptive Server dividesthe set
of possible column valuesinto blocks of consecutive numbers, and makes
one block at atime available in memory. Each time you insert arow into
atable, Adaptive Server assignsthe IDENTITY column the next available
valuefrom the block. When all the numbersin ablock have been used, the
next block becomes available.

This method of choosing IDENTITY column values improves server
performance. When Adaptive Server assigns anew column value, it reads
the current maximum value from memory and adds 1. Disk access
becomes necessary only after all values within the block have been used.
Because all remaining numbersin ablock are discarded in the event of
server failure (or shutdown with nowait), this method can lead to gapsin
IDENTITY column values.
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identity grab size
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Useidentity burning set factor to change the percentage of potential column
values that is made available in each block. This number should be high
enough for good performance, but not so high that gapsin column values
are unacceptably large. The default value, 5000, releases .05 percent of the
potential IDENTITY column values for use at onetime.

To get the correct value for sp_configure, express the percentage in
decimal form, and then multiply it by 10 7 (10,000,000). For example, to
release 15 percent (.15) of the potential IDENTITY column values at a
time, specify avalue of .15 times 10 (or 1,500,000) in sp_configure:

sp_configure "identity burning set factor", 1500000

Summary information

Default value 1

Range of values 12147483647
Status Dynamic

Display level Intermediate
Required role System Administrator

identity grab size allows each Adaptive Server processto reserve ablock of
IDENTITY column valuesfor insertsinto tablesthat have an IDENTITY
column.

Thisisuseful if you are doing inserts, and you want all theinserted datato
have contiguous IDENTITY numbers. For instance, if you are entering
payroll data, and you want all records associated with a particular
department to be located within the same block of rows, set identity grab
size to the number of records for that department.

identity grab size appliesto all userson Adaptive Server. Largeidentity grab
size valuesresultinlargegapsinthe IDENTITY columnwhen many users
insert datainto tables with IDENTITY columns.

Sybase recommends setting identity grab size to a value large enough to
accommodate the largest group of records you want to insert into
contiguous rows.
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i/o accounting flush interval

Summary information

Default value 1000

Range of values 1-2147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

i/o accounting flush interval specifies the amount of time, in machine clock
ticks, that Adaptive Server waitsbeforeflushing I/O statisticsfor each user
from sysprocesses to syslogins. Thisis used for chargeback accounting.

When auser logsin to Adaptive Server, the server begins accumulating
1/0 statistics for that user process in sysprocesses. When the value of ilo
accounting statistics interval isexceeded, or auser logs off Adaptive Server,
the accumulated 1/0 statistics for that user are flushed from sysprocesses
to syslogins. These statistics continue accumulating in syslogins until you
clear thetotals by using sp_clearstats. You display the current totals from
syslogins by using sp_reportstats.

Thevalueto which you set i/o accounting flush interval depends on the type
of reporting you intend to do. If you intend to run reports on a monthly
basis, i/o accounting flush interval to arelatively high value. Thisisbecause,
with infrequent reporting, it isless critical that the datain syslogins be
updated frequently.

If you intend to do periodic ad hoc selects on the totio column syslogins to
determine I/O volume by process, to set i/o accounting flush interval to a
lower value. Doing so increases the likelihood of the data in syslogins
being up to date when you execute your selects.

If you do not intend to report on /O statistics at al, set ilo accounting flush
interval to its maximum value. This reduces the number of times syslogins
is updated and the number of times its pages need to be written to disk.

i/o polling process count

Summary information

Default value 10
Range of values 12147483647
Status Dynamic
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Summary information
Display level Comprehensive

Required role System Administrator

i/o polling process count specifies the maximum number of processes that
can be run by Adaptive Server before the scheduler checksfor disk and/or
network 1/0 completions. Tuning i/o polling process count affects both the
response time and throughput of Adaptive Server.

Adaptive Server checks for disk or network I/0O completions:

*  If thenumber of tasksrun sincethelast time Adaptive Server checked
for 1/0O completions equal s the value for i/o polling process count, and

» At every Adaptive Server clock tick.

Asageneral rule, increasing the value of i/o polling process count may
increase throughput for applicationsthat generatealot of disk and network
I/O. Conversely, decreasing the value may improve process response time
in these applications, possibly at the risk of lowering throughput.

If your applications create both 1/O and CPU-bound tasks, tuningi/o polling
process count to alow value (1-2) ensuresthat 1/0-bound tasks get access
to CPU cycles.

For OLTP applications (or any 1/O-bound application with user
connections and short transactions), tuning i/o polling process count to a
value in the range of 20-30 may increase throughput, but it may also
increase response time.

When tuning i/o polling process count, consider three other parameters:

» gl server clock tick length, which specifiesthe duration of Adaptive
Server’s clock tick in microseconds. See “sql server clock tick
length” on page 207.

» time dlice, which specifies the number of clock ticks Adaptive
Server’s scheduler allows a user process to run. See “time slice” on
page 208.

*  cpu grace time, which specifies the maximum amount of time (in
clock ticks) a user process can run without yielding the CPU before
Adaptive Server preemptsit and terminates it with atime-slice error.
See “cpu grace time” on page 182.

Use sp_sysmon to determine the effect of changing thei/o polling process
count parameter. See the Performance and Tuning Guide for more
information.
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page lock promotion HWM

Summary information

Default value 200

Range of values 22147483647

Status Dynamic

Display level Intermediate
Required role System Administrator

page lock promotion HWM (high-water mark), together with the page lock
promotion LWM (low-water mark) and page lock promotion PCT
(percentage), specifiesthe number of page locks permitted during asingle
scan session of apage-locked table or index before Adaptive Server
attempts to escalate from page locks to atable lock.

page lock promotion HWM sets a maximum number of page locks allowed
on atable before Adaptive Server attempts to escalate to atable lock.
When the number of page |ocks acquired during a scan session exceeds
page lock promotion HWM, Adaptive Server attemptsto acquire atable
lock. The page lock promotion HWM value cannot be higher than number of
locks value.

For more detailed information on scan sessions and setting up page lock
promotion limits, see* Configuring locks and lock promation thresholds’
on page 286 in the Performance and Tuning Guide.

The default value for page lock promotion HWM is appropriate for most
applications. You might want to raise the value to avoid table locking. For
example, if you know that there are regular updates to 500 pages of an
allpages-locked or datapages-locked table containing thousands of pages,
you can increase concurrency for the tables by setting page lock promotion
HWM to 500 so that lock promotion does not occur at the default setting of
200.

You can a so configure lock promoation of page-locked tables and views at
the per-object level. See sp_setrowlockpromote in the Reference Manual.

Use sp_sysmon to see how changing page lock promotion HWM affectsthe
number of lock promotions. sp_sysmon reportsthe ratio of exclusive page
to exclusive table lock promotions and the ratio of shared page to shared
table lock promotions. See “Lock promotions’ on page 1005 in the
Performance and Tuning Guide.
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page lock promotion LWM

Summary information

Default value 200

Range of values 2-value of page lock promotion HWM
Status Dynamic

Display level Intermediate

Required role System Administrator

The page lock promotion LWM low-water mark) parameter, together with
the page lock promotion HWM (high-water mark) and the page lock
promotion PCT, specify the number of pagelockspermitted during asingle
scan session of a page locked table or an index before Adaptive Server
attempts to promote from page locks to a table lock.

The page lock promotion LWM sets the number of page locks below which
Adaptive Server does not attempt to issue atable lock on an object. The
page lock promotion LWM must be less than or equal to page lock promotion
HWM.

For more information on scan sessions and setting up lock promotion
limits, see “ Configuring locks and lock promotion thresholds’ on page
286 in the Performance and Tuning Guide.

The default value for page lock promotion LWM is sufficient for most
applications. If Adaptive Server runs out of locks (except for an isolated
incident), you should increase number of locks. See the Performance and
Tuning Guide for more information.

You can also configure page lock promotion at the per-object level. See
sp_setpglockpromote in the Reference Manual.

page lock promotion PCT
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Summary information

Default value 100

Range of values 1-100

Status Dynamic

Display level Intermediate
Required role System Administrator
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If the number of locks held on an object is between page lock promotion

LWM (low-water mark) and page lock promotion HWM (high-water mark).
page lock promotion PCT sets the percentage of page locks (based on the
table size) above which Adaptive Server attempts to acquire atable lock.

For more detailed information on setting up page lock promotion limits,
see" Configuring locks and lock promotion thresholds’ on page 286 in the
Performance and Tuning Guide.

The default value for page lock promotion PCT is appropriate for most
applications.

You can also configure lock promotion at the per-object level for page
locked objects. See sp_setpglockpromote in the Reference Manual.

maximum dump conditions

number of alarms

Summary information

Default value 10

Range of values 10-100

Status Static

Display level Intermediate
Required role System Administrator

The maximum dump conditions parameter sets the maximum number of
conditionsyou can specify under which Adaptive Server generatesadump
of datain shared memory.

Note Thisparameter isincluded for use by Sybase Technical Support
only. Do not modify it unless you are instructed to do so by Sybase
Technical Support.

Summary information

Default value 40

Range of values 40-2147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator
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number of alarms specifies the number of alarm structures allocated by
Adaptive Server.

The Transact-SQL command waitfor defines a specific time, timeinterval,
or event for the execution of a statement block, stored procedure, or
transaction. Adaptive Server uses alarms to execute waitfor commands
correctly. Other internal processes require alarms.

When Adaptive Server needs more alarms than are currently all ocated,
this message is written to the error log:

uasetalarm: no more alarms available

The number of bytes of memory required for eachissmall. If you raisethe
number of alarms value significantly, you should adjust max memory
accordingly.

number of aux scan descriptors
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Summary information

Default value 200

Range of values 02147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

number of aux scan descriptors sets the number of auxiliary scan
descriptors available in apool shared by all users on a server.

Each user connection and each worker process has 48 scan descriptors
exclusively alocated to it. Of these, 16 are reserved for user tables, 12 are
reserved for worktables, and 20 are reserved for system tables (with 4 of
these set aside for rollback conditions). A descriptor is needed for each
table referenced, directly or indirectly, by aquery. For user tables, atable
reference includes the following:

» All tablesreferenced in the from clause of the query

» All tablesreferenced in aview named in the query (the view itself is
not counted)

» All tablesreferenced in a subquery

» All tables that need to be checked for referential integrity (these are
used only for inserts, updates, and deletes)
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e A table created with select...into
e All worktables created for the query

If atableisreferenced more than once (for example, in aself-join, in more
than one view, or in more than one subquery) the table is counted each
time. If the query includes aunion, each select statement in the union query
isaseparate scan. If aquery runsin parallel, the coordinating process and
each worker process needs a scan descriptor for each table reference.

When the number of user tables referenced by aquery scan exceeds 16, or
the number of worktables exceeds 12, scan descriptors from the shared
pool are allocated. Data-only-locked tables also require a system table
descriptor for each data-only-locked table accessed via a table scan (but
not those accessed via an index scan). If more than 16 data-only-locked
tables are scanned using table scans in a query, auxiliary scan descriptors
are allocated for them.

If ascan needs auxiliary scan descriptors after it has used its allotted
number, and there are no descriptors availablein the shared pool, Adaptive
Server displays an error message and rolls back the user transaction.

If none of your queries need additional scan descriptors, you may still
want to leave number of aux scan descriptors set to the default valuein case
your system requirements grow. Set it to 0 only if you are sure that users
onyour system will not be running queries on morethan 16 tablesand that
your tables have few or no referentia integrity constraints. See
“Monitoring scan descriptor usage” on page 200 for more information.

If your queries need more scan descriptors, use one of the following
methods to remedy the problem:

« Rewritethe query, or break it into steps using temporary tables. For
data-only-locked tables, consider adding indexes if there are many
table scans.

* Redesign the table's schema so that it uses fewer scan descriptors, if
it usesalarge number of referential integrity constraints. You canfind
how many scan descriptors a query would use by enabling set
showplan, noexec on before running the query.

e Increase the number of aux scan descriptors Setting.

The following sections describe how to monitor the current and high-
water-mark usage with sp_monitorconfig to avoid running out of
descriptors and how to estimate the number of scan descriptors you need.
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Monitoring scan descriptor usage

sp_monitorconfig reports the number of unused (free) scan descriptors, the
number of auxiliary scan descriptors currently being used, the percentage
that is active, and the maximum number of scan descriptorsused sincethe
server waslast started. Runit periodicaly, at peak periods, to monitor scan
descriptor use.

This example output shows scan descriptor use with 500 descriptors
configured:

sp_monitorconfig "aux scan descriptors"

Usage information at date and time: Apr 22 2002 2:49PM.

Name

number of aux

num free num active pct act Max Used Reused

Only 240 auxiliary scan descriptors are being used, leaving 260 free.
However, the maximum number of scan descriptors used at any one time
since the last time Adaptive Server was started is 427, leaving about 20
percent for growth in use and exceptionally heavy use periods. “ Re-used”
does not apply to scan descriptors.

Estimating and configuring auxiliary scan descriptors

200

To get an estimate of scan descriptor use:

1 Determine the number of table references for any query referencing
more than 16 user tables or those that have a large number of
referential constraints, by running the query with set showplan and set
noexec enabled. If auxiliary scan descriptors are required, showplan
reports the number needed:

Auxiliary scan descriptors required: 17

The reported number includes all auxiliary scan descriptors required
for the query, including thosefor all worker processes. If your queries
involve only referential constraints, you can also use
sp_helpconstraint, which displays a count of the number of referential
congtraints per table.

2 For each query that uses auxiliary scan descriptors, estimate the
number of users who would run the query simultaneously and
multiply. If 10 users are expected to run a query that requires 8
auxiliary descriptors, atotal of 80 will be needed at any one time.
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number of mailboxes

number of messages

3 Add the per-query resultsto cal culate the number of needed auxiliary
scan descriptors.

Summary information

Default value 30

Range of values 30-2147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

number of mailboxes specifies the number of mailbox structures allocated
by Adaptive Server. Mailboxes, which are used in conjunction with
messages, are used internally by Adaptive Server for communication and
synchronization between kernel service processes. Mailboxes are not used
by user processes. Do not modify this parameter unlessinstructed to do so
by Sybase Technical Support.

Summary information

Default value 64

Range of values 0-2147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

number of messages specifies the number of message structures allocated
by Adaptive Server. Messages, which are used in conjunction with
mailboxes, are used internally by Adaptive Server for communication and
synchronization between kernel service processes. M essages are al so used
for coordination between afamily of processesin parallel processing. Do
not modify this parameter unless instructed to do so by Sybase Technical
Support.
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number of pre-allocated extents

Summary information

Default value 2

Range of values 0-31

Status Dynamic

Display level Comprehensive
Required role System Administrator

number of pre-allocated extents specifies the number of extents (eight
pages) alocated in asingle trip to the page manager. Currently, it isused
only by bcp to improve performance when copying in large amounts of
data. By default, bcp allocates two extents at atime and writes an
allocation record to the log each time.

Setting number of pre-allocated extents means that bcp allocates the
specified number of extents each timeit requires more space, and writesa
single log record for the event. Setting the value to O disables extent
allocation so that asingle pageis allocated each time bulk copy needs a
page. Since each page allocation is logged, this can greatly increase the
amount of transaction log space required.

An object may be allocated more pages than actually needed, so thevalue
of number of pre-allocated extents should be low if you are using bcp for
small batches. If you are using bep for large batches, increase the value of
number of pre-allocated extents to reduce the amount of overhead required
to allocate pages and to reduce the number of log records.

number of sort buffers

Summary information

Default value 500

Range of values 0-32767

Status Dynamic

Display level Comprehensive
Required role System Administrator

number of sort buffers specifies the number of 2K buffers used to hold
pages read from input tables and perform index merges during sorts.
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partition groups

Sybase recommends that you |eave this parameter set to the default except
when you are creating indexesin parallel. Setting the value too high can

rob non-sorting processes of accessto the 2K buffer pool in caches being
used to perform sorts.

For more information on configuring this value for paralld create index
statements, see “ Caches, sort buffers, and parallel sorts’ on page 635in
the Performance and Tuning Guide.

Summary information

Default value 1024

Range of values 1-2147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

partition groups specifiesthe maximum number of partition groupsthat can
be alocated by Adaptive Server. Partition groups are internal structures
used by Adaptive Server to control accessto individual partitions of a
table.

A partition group is composed of 16 partition caches, each of which stores
information about a single partition. All cachesin a partition group are
used to store information about the same partitioned table. If atable has
fewer than 16 partitions, the unused partition caches in that group are
unused, and cannot be used by another table. If atable has more than 16
partitions, it requires multiple partition groups.

The default value allows a maximum 1024 open partition groups and a
maximum of 16384 (1024 times 16) open partitions. The actual number of
partitions may be slightly less, due to the grouping of partitions.

Adaptive Server allocates partition groups to a table when you partition
the table or when you accessit for the first time after restarting Adaptive
Server. If there are not enough partition groups for the table, you will not
be able to access or partition the table.
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partition spinlock ratio

Summary information

Default value 10

Range of values 12147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

For Adaptive Servers running with multiple engines, partition spinlock ratio
sets the number of rowsin the internal partition caches that are protected
by one spinlock.

Adaptive Server manages accessto table partitionsusing internal partition
groups, each of which contains partition caches. Each partition cache
stores information about a partition (for example, the last page of the
partition) that processes must use when accessing that partition.

By default, Adaptive Server systems are configured with partition spinlock
ratio set to 10, or 1 spinlock for every 10 partition caches. Decreasing the
value of partition spinlock ratio may have little impact on the performance
of Adaptive Server. The default setting is correct for most servers.

For more informati on about configuring spinlock ratios, see“ Configuring
spinlock ratio parameters’ on page 654.

print deadlock information
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Summary information

Default value 0 (off)

Valid values 0 (off), 1 (on)

Status Dynamic

Display level Intermediate
Required role System Administrator

print deadlock information enables the printing of deadlock information to
the error log.
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If you are experiencing recurring deadlocks, setting print deadlock
information to 1 provides you with information that can be useful intracing
the cause of the deadlocks. However, setting print deadlock information to
1 can seriously degrade Adaptive Server performance. For thisreason, you
should useit only when you aretrying to determine the cause of deadlocks.

Use sp_sysmon output to determine whether deadlocks are occurring in
your application. If they are, set print deadlock information to 1 to learn
more about why they are occurring. See the Performance and Tuning
Guide for more information.

runnable process search count

Summary information

Default value 2000

Range of values 02147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

runnable process search count specifies the number of times an engine
loops while looking for a runnable task before relinquishing the CPU to
the operating system.

Adaptive Server engines check the run queue for runnabl e tasks whenever
atask completes or exceedsits allotted time on the engine. At times, there
will not be any tasksin the run queues. An engine can either relinquish the
CPU to the operating system or continue to check for atask to run. Setting
runnable process search count higher causesthe engineto loop moretimes,
thus holding the CPU for alonger time. Setting the runnable process
search count lower causes the engine to release the CPU sooner.

If your machine is a uniprocessor that depends on helper threads to
perform /O, you may see some performance benefit from setting runnable
process search order to perform network 1/0, disk I/O, or other operating
system tasks. If aclient, such asabulk copy operation, is running on the
same machine as a single CPU server that uses helper threads, it can be
especially important to allow both the server and the client access to the
CPU.

For Adaptive Servers running on uniprocessor machines that do not use
helper threads, and for multiprocessor machines, the default value
provides good performance.
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Use sp_sysmon to determine how the runnable process search count
parameter affects Adaptive Server’s use of CPU cycles, engine yields to
the operating system, and blocking network checks. See the Performance
and Tuning Guide for information.

size of auto identity column

Summary information

Default value 10

Range of values 1-38

Status Dynamic

Display level Intermediate
Required role System Administrator

size of auto identity column sets the precision of IDENTITY columns that
are automatically created with the sp_dboption auto identity and unique
auto_identity index options.

The maximum value that can be inserted into an IDENTITY column is
10QPTECISON 1 After an IDENTITY column reachesits maximum value, all
further insert statements return an error that aborts the current transaction.

If you reach the maximum value of an IDENTITY column, use the create
table command to creste atable that isidentical to the old one, but with a
larger precision for the IDENTITY column. After you have created the
new table, use the insert command or bep to copy datafrom the old table
to the new one.

SQL Perfmon Integration (Windows NT only)

Summary information

Default value 1 (on)

Valid values 0 (off), 1 (on)

Status Static

Display level Intermediate
Required role System Administrator

SQL Perfmon Integration enables and disables the ability to monitor
Adaptive Server statistics from the Windows NT Performance Monitor.
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Adaptive Server must be registered asan NT Service to support monitor
integration. This occurs automatically when:

*  You start Adaptive Server using the Services Manager in the Sybase
for Windows NT program group.

e You use the Services option in the Control Panel.

e You have configured Windows NT to start Adaptive Server asan
automatic service.

See Configuring Adaptive Server for WindowsNT for alist of the Adaptive
Server counters you can monitor.

sql server clock tick length

Summary information

Default value Platform-specific

Range of values Platform-specific minimum-1000000, in
multiples of default value

Status Static

Display level Comprehensive

Required role System Administrator

sql server clock tick length specifies the duration of the server’s clock tick,
in microseconds. Both the default value and the minimum value are
platform-specific. Adaptive Server rounds values up to an even multiple
of n, wherenisthe platform-specific clock-tick default value. You canfind
the current values for sqgl server clock tick length by using sp_helpconfig or
sp_configure.

In mixed-use applications with some CPU-bound tasks, decreasing the
value of sql server clock tick length helps I/O-bound tasks. A value of
20,000 is reasonable for this. Shortening the clock tick length means that
CPU-bound tasks will exceed the allotted time on the engine more
frequently per unit of time, which allows other tasks greater accessto the
CPU. Thismay also marginally increase response times, because Adaptive
Server runsits service tasks once per clock tick. Decreasing the clock tick
length means that the service tasks will be run more frequently per unit of
time.
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text prefetch size

time slice

208

Increasing sql server clock tick length favors CPU-bound tasks, because
they execute longer between context switches. The maximum value of
1,000,000 may be appropriate for primarily CPU-bound applications.
However, any 1/0O-bound tasks may suffer as aresult. This can be
mitigated somewhat by tuning cpu grace time (see“cpu grace time” on
page 182) and time slice (see “time slice” on page 208).

Note Changing the value of sqgl server clock tick length can have serious
effects on Adaptive Server’s performance. You should consult with
Sybase Technical Support before resetting this value.

Summary information

Default value 16

Valid values 065535

Status Dynamic

Display level Comprehensive
Required role System Administrator

The text prefetch size parameter limits the number of pages of text and
image data that can be prefetched into an existing buffer pool. Adaptive
Server prefetches only text and image datathat was created with Adaptive
Server 12.x or was upgraded using dbcc rebuild_text.

Summary information

Default value 100

Range of values 50-1000

Status Dynamic

Display level Comprehensive
Required role System Administrator
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upgrade version

time slice setsthe number of millisecondsthat Adaptive Server’s scheduler
allowsatask torun. If time slice is set too low, Adaptive Server may spend
too much time switching between tasks, which increases responsetime. If
itis set too high, CPU-intensive tasks might monopolize engines, which
also increases response time. The default value, 100 milliseconds, allows
each task to run for 1/10 of a second before relinquishing the CPU to
another task.

See “cpu grace time” on page 182. Also, see Chapter 3, “Using Engines
and CPUs,” and “Execution task scheduling” on page 29 in the
Performance and Tuning Guide for a more detailed discussion of task
scheduling.

Use sp_sysmon to determine how time slice affects voluntary yields by
Adaptive Server engines. Seethe Performance and Tuning Guidefor more
information.

Summary information

Default value 1100

Range of values 0-2147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

upgrade version reports the version of the upgrade utility that upgraded
your master device. The upgrade utility checks and modifies this
parameter during an upgrade.

Warning! Although this parameter is configurable, you should not reset
it. Doing so may cause serious problems with Adaptive Server.

You can determine whether an upgrade has been done on your master
device by using upgrade version without specifying avalue:

sp_configure "upgrade version"
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row lock promotion HWM

Summary information

Default value 200

Range of values 2-2147483647
Status Dynamic

Display level Intermediate
Required role System Administrator

row lock promotion HWM (high-water mark), together with row lock
promotion LWM (low-water mark) and row lock promotion PCT specifiesthe
number of row locks permitted during a single scan session of atable or
an index before Adaptive Server attempts to escalate from row locksto a
table lock.

row lock promotion HWM sets a maximum number of row locks allowed on
atable before Adaptive Server attempts to escalate to atable lock. When
the number of locks acquired during a scan session exceeds row lock
promotion HWM, Adaptive Server attemptsto acquireatablelock. Thelock
promotion HWM value cannot be higher than the number of locks value.

For more information on scan sessions and setting up lock promotion
limits, see “ Configuring locks and lock promotion thresholds’ on page
286 in the Performance and Tuning Guide.

The default value for row lock promotion HWM is appropriate for most
applications. You might want to raise the value to avoid table locking. For
example, if you know that there are regular updates to 500 rows on atable
that has thousands of rows, you can increase concurrency for the tables by
setting row lock promotion HWM to around 500.

You can also configure row lock promotion at the per-object level. See
sp_setrowlockpromote in the Reference Manual.

row lock promotion LWM
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Summary information

Default value 200

Range of values 2—value of row lock promotion HWM
Status Dynamic

Display level Intermediate

Required role System Administrator
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row lock promotion LWM (low-water mark), together with the row lock
promotion HWM (high-water mark) and row lock promotion PCT specifies
the number of row locks permitted during asingle scan session of atable
or anindex before Adaptive Server attemptsto promote from row locksto
atable lock.

row lock promotion LWM sets the number of locks below which Adaptive
Server does not attempt to acquire atable lock on the object. The row lock
promotion LWM must be less than or equal to row lock promotion HWM.

For more detailed information on scan sessions and setting up lock
promotion limits, see* Configuring locks and lock promation thresholds’
on page 286 in the Performance and Tuning Guide.

The default value for row lock promotion LWM is sufficient for most
applications. If Adaptive Server runs out of locks (except for an isolated
incident), you should increase number of locks. See the Performance and
Tuning Guide for more information.

You can also configure lock promotion at the per-object level. See
sp_setrowlockpromote in the Reference Manual.

row lock promotion PCT

Summary information

Default value 100

Range of values 1-100

Status Dynamic

Display level Intermediate
Required role System Administrator

If the number of locks held on an object is between row lock promotion
LWM (low-water mark) and row lock promotion HWM (high-water mark),
row lock promotion PCT sets the percentage of row locks (based on the
number of rows in the table) above which Adaptive Server attemptsto
acquire a table lock.

For more information on setting up lock promotion limits, see
“Configuring locks and lock promotion thresholds’ on page 286 in the
Performance and Tuning Guide.

The default value for row lock promotion PCT is appropriate for most
applications.
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license information

Security related

212

You can also configure row lock promotion at the per-object level. See
sp_sterowlockpromote in the Reference Manual.

Summary information

Default value 25

Valid values 0-2%1

Status Dynamic

Display level Comprehensive
Required role System Administrator

license information allows Sybase System Administrators to monitor the
number of user licenses used in Adaptive Server. Enabling this parameter
only monitorsthe number of licensesissued,; it does not enforcethelicense
agreement.

If license information is set to 0, Adaptive Server does not monitor license
use. If license information iSSet to anumber greater than 0, the housekeeper
task monitors the number of licenses used during theidle cyclesin
Adaptive Server. Set license information to the number of licenses specified
in your license agreement.

license information is set to 25, by default. To disable license information,
issue the command:

sp_configure "license information", 0

If the number of licenses used is greater than the number to which license
information is set, Adaptive Server writes the following error message to
the error log:

WARNING: Exceeded configured number of user licenses

At the end of each 24-hour period, the maximum number of licenses used
during that time is added to the syblicenseslog table. The 24-hour period
restarts if Adaptive Server is restarted.

See “Monitoring license use” on page 379 for more information.

The parameters in this group configure security-related features.
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allow procedure grouping

auditing

audit queue size

Summary information

Default value 1 (on)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Comprehensive
Required role System Security Officer

allow procedure grouping controlsthe ability to group stored procedures of
the same name so that they can be dropped with a single drop procedure
statement. To run Adaptive Server in the evaluated configuration, you
must prohibit stored procedure grouping by setting this option to 0. See
evaluated configuration in the Adaptive Server Glossary for more

information.

Summary information

Default value 0 (off)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Intermediate

Required role System Security Officer

auditing enables or disables auditing for Adaptive Server.

Summary information

Default value 100

Range of values 165535

Status Dynamic

Display level Intermediate

Required role System Security Officer
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current audit table

214

The in-memory audit queue holds audit records generated by user
processes until the records can be processed and written to the audit trail.
A System Security Officer can change the size of the audit queue with
audit queue size. There is atrade-off between performance and risk that
must be considered when you configure the queue size. If the queueistoo
large, records can remainin it for sometime. Aslong asrecordsarein the
queue, they are at risk of being lost if the system crashes. However, if the
queue istoo small, it can become full repeatedly, which affects overall
system performance-user processesthat generate audit records sleep if the
audit queueisfull.

Following are some guidelines for determining how big your audit queue
should be. You must also take into account the amount of auditing to be
done at your site.

»  The memory requirement for asingle audit record is 424 bytes;
however arecord can be as small as 22 byteswhen it iswrittento a
data page

e The maximum number of audit records that can belost in a system
crash isthe size of the audit queue (in records), plus 20. After records
leave the audit queue they remain on a buffer page until they are
written to the current audit table on the disk. The pages are flushed to
disk every 20 records at the most (less if the audit processis not
constantly busy).

* Inthe system audit tables, the extrainfo field and fields containing
names are of variable length, so audit records that contain complete
name information are generally larger.

The number of audit recordsthat can fit on apage variesfrom 4 to as many
as 80 or more. The memory requirement for the default audit queue size of
100 is approximately 42K.

Summary information

Default value 1

Range of values 0-8

Status Dynamic

Display level Intermediate

Required role System Security Officer
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enable ssli

current audit table establishes the table where Adaptive Server writes audit
rows. A System Security Officer can change the current audit table, using:

sp_configure "current audit table", n
[, "with truncate"]

where n isan integer that determines the new current audit table, as
follows:

¢ 1 means sysaudits_01, 2 means sysaudits_02, and so forth, up to 8.

e Otells Adaptive Server to set the current audit table to the next table.
For example, if your installation has three audit tables, sysaudits_01,
sysaudits_02, and sysaudits_03, Adaptive Server setsthe current audit
table to:

e 2if the current audit table is sysaudits_01
e 3if the current audit table is sysaudits_02
e 1if the current audit table is sysaudits_03

"with truncate" specifiesthat Adaptive Server should truncate the new table
if it isnot already empty. sp_configure failsif this option is not specified
and the table is not empty.

Note If Adaptive Server truncates the current audit table, and you have
not archived the data, the table’s audit records are lost. Be sure that the
audit datais archived before using the with truncate option.

To execute sp_configure to change the current audit table, you must have
the sso_role active. You can write a threshold procedure to change the
current audit table automatically.

Summary information

Default value 0

Valid values 0 (off), 1 (on)

Status Static

Display level Comprehensive
Required role System Administrator
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The enable ssl parameter enables or disables Secure Sockets Layer
session-based security.

msg confidentiality reqd

Summary information

Default value 0 (off)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Intermediate

Required role System Security Officer

The msg confidentiality reqd parameter requires that all messages into and
out of Adaptive Server be encrypted. The use security services parameter
must be 1 for messages to be encrypted.

msg integrity reqd

Summary information

Default value 0 (off)

Range of values 0 (off), 1 (on)

Status Dynamic

Display level Intermediate

Required role System Security Officer

msg integrity reqd requires that all messages be checked for data integrity.
use security services must be 1 for message integrity checks to occur. If
msg integrity reqd is Set to one, Adaptive Server allows the client
connection to succeed unless the client is using one of the following
security services. message integrity, replay detection, origin checks, or out-
of-seq checks.

secure default login

Summary information

Default value 0
Range of values 0 (followed by another parameter naming the
default login)
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Summary information

Status Dynamic
Display level Intermediate
Required role System Security Officer

secure default login specifies a default login for all userswho are
preauthenticated but who do not have alogin in master..syslogins.

Establish the secure default login with:

sp_configure "secure default login", 0,
default login name

where:
e secure default login —is the name of the parameter.

e 0-—isarequired parameter because the second parameter of
sp_configure must be a numeric val ue.

« default_login_name —isthe name of the default login for a user who
is unknown to Adaptive Server, but who has already been
authenticated by a security mechanism. The login name must be a
valid login in master..syslogins.

For example, to specify “dlogin” as the secure default login, type:

sp_configure "secure default login", 0, dlogin

select on syscomments.text column

Summary information

Default value 1

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Security Officer

This parameter enables protection of the text of database objects through
restriction of the select permission on the text column of the syscomments
table. The default value of 1 allows select permission to “public.” Set the
option to O to restrict select permission to the object owner and the System
Administrator.
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To run Adaptive Server in the evaluated configuration, you must protect
the source text of database objects by setting this option to 0.

See evaluated configuration in the Adaptive Server Glossary for more
information.

suspend audit when device full

218

Summary information

Default value 1

Range of values 0-1

Status Dynamic

Display level Intermediate

Required role System Security Officer

suspend audit when device full determineswhat Adaptive Server doeswhen
an audit device becomes completely full.

Note If you havetwo or more audit tables, each on aseparate device other
than the master device, and you have athreshold procedure for each audit
table segment, the audit devices should never become full. Only if a
threshold procedureis not functioning properly would the“full” condition
occur.

Choose one of these values:

*  O-truncatesthe next audit table and startsusing it asthe current audit
table when the current audit table becomes full. If you set the
parameter to 0, you ensure that the audit processis never suspended.
However, you incur the risk that older audit records will get lost if
they have not been archived.

» 1 -—suspends the audit process and all user processes that cause an
auditable event. To resume normal operation, the System Security
Officer must loginand set up an empty table asthe current audit table.
During this period, the System Security Officer is exempt from
normal auditing. If the System Security Officer’s actions would
generate audit records under normal operation, Adaptive Server sends
an error message and information about the event to the error log.
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To run in the evaluated configuration, set this parameter to 1. See
evaluated configuration in the Adaptive Server Glossary for more
information.

systemwide password expiration

Summary information

Default value 0

Range of values 0-32767

Status Dynamic

Display level Intermediate

Required role System Security Officer

systemwide password expiration, which can be set only by a System
Security Officer, sets the number of daysthat passwords remain in effect
after they are changed. If systemwide password expiration is set to O,
passwords do not expire. If it is set to a number greater than 0, all
passwords expire after the specified number of days. An account’s
password isconsidered expired if aninterval greater than number_of days
has passed since the last time the password for that account was changed.

When the number of days remaining before expiration is less than 25
percent of the value of systemwide password expiration or 7 days,
whichever isgreater, each timethe user logsin, amessage displays, giving
the number of days remaining before expiration. Users can change their
passwords anytime before expiration.

When an account’s password has expired, the user can till log in to
Adaptive Server but cannot execute any commands until he or she has
used sp_password to change his or her password. If the System Security
Officer changes the user’s password while the account isin sp_password-
only mode, the account returns to normal after the new password is
assigned.

This restriction applies only to login sessions established after the
password has expired. Userswho arelogged in at the timetheir passwords
expire are not affected until the next time they login.

unified login required (Windows NT only)

Summary information
Default value 0
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Summary information

Range of values 0,1

Status Dynamic

Display level Intermediate

Required role System Security Officer

unified login required requires that all userswho log in to Adaptive Server
be authenticated by the Windows NT LAN Manager. The use security
services parameter must be 1 to use the unified login security service.

use security services (Windows NT only)

Summary information

Default value 0

Range of values 0,1

Status Static

Display level Intermediate

Required role System Security Officer

use security services specifies that Adaptive Server will use security
services provided by Windows NT LAN Manager. If the parameter is set
to O, unified login services with the LAN Manager cannot be used.

Unicode

The parameters in this group configure Unicode-related features.

default unicode sortorder

Summary information

Default value 0

Range of values (not currently used)
Status Static

Display level Comprehensive
Required role System Administrator
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The default unicode sortorder parameter is a string parameter that defines
the default Unicode sort order installed on the server. A string parameter
is used rather than a numeric parameter to guarantee a unique ID. To
change the Unicode default sort order, see Chapter 7, “ Configuring
Character Sets, Sort Orders, and Languages.”

enable surrogate processing

Summary information

Default value 1

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Administrator

Activates the processing and maintains the integrity of surrogate pairsin
Unicode data. Set enable surrogate processing to 1 to enable surrogate
processing. If thisisdisabled, the server ignoresthe presence of surrogate
pairsin the Unicode data, and al code that maintains the integrity of
surrogate pairs is skipped. This enhances performance, but restricts the
range of Unicode characters that can appear in the data.

enable unicode conversion

Summary information

Default value 0

Range of values 0-2

Status Dynamic

Display level Comprehensive
Required role System Administrator

Activates character conversion using Unilib for the char, varchar, and text
datatypes. Set enable unicode conversion to 1 to use the built-in
conversion. If it cannot find a built-in conversion, Adaptive Server uses
the Unilib character conversion. Set enable unicode conversion to 2 to use
the appropriate Unilib conversion. Set the parameter to 0 to use only the
built-in character-set conversion.
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enable unicode normalization

size of unilib cache
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Summary information

Default value 1

Range of values 0-1

Status Dynamic

Display level Comprehensive
Required role System Administrator

Activates Unilib character normalization. The normalization process
modifiesthe dataso thereisonly asinglerepresentationin the databasefor
agiven sequence of abstract characters. Often, characters followed by
combined diacritics are replaced by pre-combined forms.

Set enable unicode normalization to 1 to use the built-in process that
enforces normalization on all incoming Unicode data. If this parameter is
disabled (set to 0), the normalization step is bypassed and the client code
isresponsible for normalization rather than the server. If normalizationis
disabled, performance isimproved—nbut only if all clients present
Unicode data to the server using the same representation.

Note Once disabled, normalization cannot be turned on again. This one-
way change, prevents non-normalized data from entering the data base.

Summary information

Default value 0

Range of values 02147483647
Status Dynamic

Display level Comprehensive
Required role System Administrator

Determines the size of the Unilib cache. size of unilib cache specifies the
memory used in bytes rounded up to the nearest 1K in addition to the
minimum overhead si ze, which provides enough memory to load asingle
copy of the largest Unilib conversion table. Asian clients may want to
increase size of unilib cache by an extra 100K for every additional character
set that they wish to support via Unicode-based conversion.
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User environment

The parameters in this group configure user environments.

number of user connections

Upper limit to the
maximum number of user
connections

Summary information

Default value 25

Range of values 52147483647

Status Dynamic

Display level Basic

Required role System Administrator

number of user connections sets the maximum number of user connections
that can be connected to Adaptive Server at the sametime. It doesnot refer
to the maximum number of processes; that number depends not only on
the value of this parameter but also on other system activity.

The maximum allowable number of file descriptors per processis
operating-system-dependent; see the configuration documentation for
your platform.

The number of file descriptors available for Adaptive Server connections
is stored in the global variable @@max_connections. You can report the
maximum number of file descriptors your system can use with:

select @@max connections

The return value represents the maximum number of file descriptors
allowed by the system for your processes, minus overhead. Overhead
increases with the number of engines. For more information on how
multi processing affects the number file descriptors available for Adaptive
Server connections, see “Managing user connections’ on page 653.

In addition, you must reserve a number of connections for the following
items, which you also set with configuration parameters:

*  The database devices, including mirror devices
e Sitehandlers
*  Network listeners

The following formula determines how high you can set number of user
connections, number of devices, max online engines, number of remote
sites, and max number network listeners:
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Optimizing the value of the
max number of user
connections parameter

User connections for
shared memory
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number of user connections + (number of devices* max online engines*
2) + number of remote sites + max number network listeners cannot be
greater than the value of @@max_connections.

There is no formulafor determining how many connections to allow for
each user. You must estimate this number, based on the system and user
requirements described here. You must also take into account that on a
system with many users, there is more likelihood that connections needed
only occasionally or transiently can be shared among users. Thefollowing
Processes require user connections:

»  One connection is needed for each user running isql.
» Application developers use one connection for each editing session.

e The number of connections required by users running an application
depends on how the application has been programmed. Users
executing Open Client programs need one connection for each open
DB-Library dbprocess or Client-Library cs_connection.

Note Itisagood ideato estimate the maximum number of
connections that will be used by Adaptive Server and to update
number of user connections asyou add physical devicesor usersto the
system. Use sp_who periodically to determine the number of active
user connections on your Adaptive Server.

Certain other configuration parameters, including stack size and default
network packet size, affect the amount of memory for each user
connection.

Adaptive Server uses the value of the number of user connections
parameter to establish the number of shared-memory connectionsfor EJB
Server. Thus, if number of user connections is 30, Adaptive Server
establishes 10 shared-memory connections for EJB Server. Shared-
memory connections are not a subset of user connections, and are not
subtracted from the number of user connections.

To increase the number of user connections for shared memory, you must:

1 Increase number of user connections to anumber one-third of whichis
the number of desired shared-memory connections.

2 Restart Adaptive Server.
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Although number of user connections is a dynamic configuration
parameter, you must restart the server to change the number of user
connectionsfor shared memory. Seethe EJB Server User’s Guidefor more
information.

permission cache entries

Summary information

Default value 15

Range of values 12147483647

Status Dynamic

Display level Comprehensive
Required role System Administrator

permission cache entries determines the number of cache protectors per
task. This parameter increases the amount of memory for each user
connection and worker process.

Information about user permissionsisheld in the permission cache. When
Adaptive Server checks permissions, it looksfirst in the permission cache;
if it does not find what it needs, it looksin the sysprotects table. Itis
significantly faster if Adaptive Server finds the information it needsin the
permission cache and does not have to read sysprotects.

However, Adaptive Server looks in the permission cache only wheniitis
checking user permissions, not when permissions are being granted or
revoked. When a permission is granted or revoked, the entire permission
cache isflushed. Thisis because existing permissions have timestamps
that become outdated when new permissions are granted or revoked.

If users on your Adaptive Server frequently perform operations that
reguiretheir permissionsto be checked, you may see asmall performance
gain by increasing the value of permission cache entries. This effect is not
likely to be significant enough to warrant extensive tuning.

If users on your Adaptive Server frequently grant or revoke permissions,
avoid setting permission cache entries to alarge value. The space used for
the permission cache would be wasted, since the cache is flushed with
each grant and revoke command.
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stack guard size
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Summary information

Default value 4096

Range of values 02147483647
Status Static

Display level Comprehensive
Required role System Administrator

stack guard size setsthe size (in bytes) of the stack guard area. The stack
guard area is an overflow stack of configurable size at the end of each
stack. Adaptive Server allocates one stack for each user connection and
worker processwhen it starts. These stacks are located contiguously in the
same area of memory, with aguard area at the end of each stack. At the
end of each stack guard areais a guardword, which is a 4-byte structure
with aknown pattern. Figure 5-7 illustrates how a process can corrupt a
stack guardword.
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Figure 5-7: Process about to corrupt stack guardword

|
Stack 2——
guard area
Stack guardwords
Stack 2
-
Stack I———» <«
guard area Process overflowing stack
area, about to corrupt
stack guardword
Stack 1 <
| __— Process begins

executing

Adaptive Server periodically checks to see whether the stack pointer for a
user connection has entered the stack guard area associated with that user
connection’s stack. If it has, Adaptive Server aborts the transaction,

returns control to the application that generated the transaction, and
generates Error 3626:

The transaction was aborted because it used too much

stack space. Either use sp configure to increase the

stack size, or break the query into smaller pieces.

spid: %d, suid: %d, hostname: %.*s, application
name: %.*s
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Adaptive Server also periodically checks the guardword pattern to seeif it
has changed, thus indicating that a process has overflowed the stack
boundary. When this occurs, Adaptive Server prints these messages to the
error log and shuts down:

kernel: *** Stack overflow detected: limit: 0x%1lx sp: 0x%1lx
kernel: *** Stack Guardword corrupted
kernel: *** Stack corrupted, server aborting

In the first message, “limit” isthe address of the end of the stack guard
area, and “sp” isthe current value of the stack pointer.

In addition, Adaptive Server periodically checks the stack pointer to see
whether it iscompletely outside both the stack and the stack guard areafor
the pointer’s process. If itis, Adaptive Server shuts down, even if the
guardword isnot corrupted. When thishappens, Adaptive Server printsthe
following messages to the error log:

kernel: *** Stack overflow detected: limit: 0x%1lx sp: 0x%1x
kernel: *** Stack corrupted, server aborting

stack size

228

The default valuefor stack guard size is appropriate for most applications.
However, if you experience server shutdown from either stack guardword
corruption or stack overflow, increase stack guard size by a2K increment.
Each configured user connection and worker process has a stack guard
area; thus, when you increase stack guard size, you use up that amount of
memory, multiplied by the number of user connections and worker
processes you have configured.

Rather than increasing stack guard size to avoid stack overflow problems,
consider increasing stack size (see “stack size’ on page 228). The stack
guard areaisintended as an overflow area, not as an extension to the
regular stack.

Adaptive Server alocates stack space for each task by adding the values
of the stack size and stack guard size parameters. stack guard size must be
configured in multiples of 2K. If the value you specify isnot amultiple of
2K, sp_configure verification routines round the value up to the next
highest multiple.

Summary information

Default value platform-specific
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Summary information

Range of values Platform-specific minimum-2147483647
Status Static

Display level Basic

Required role System Administrator

stack size specifiesthe size (in bytes) of the execution stacks used by each
user process on Adaptive Server. To find the stack size values for your
platform, use sp_helpconfig or sp_configure. stack size must be configured
in multiples of 2K. If the value you specify is not amultiple of 2K,
sp_configure verification routines round the value up to the next highest
multiple.

An execution stack is an area of Adaptive Server memory where user
processes keep track of their process context and store local data.

Certain queries can contribute to the probability of a stack overflow.
Examples include queries with extremely long where clauses, long select
lists, deeply nested stored procedures, and multiple selects and updates
using holdlock. When a stack overflow occurs, Adaptive Server prints an
error message and rolls back the transaction. See “stack guard size” on
page 226 for more information on stack overflows. See the
Troubleshooting and Error Messages Guide for more information on
specific error messages.

The two options for remedying stack overflows are to break the large
queriesinto smaller queriesand to increase stack size. Changing stack size
affects the amount of memory required for each configured user
connection and worker process. See “total logical memory” on page 173
for further information.

If you have queries that exceed the size of the execution stack, you may
want to rewrite them as a series of smaller queries. Thisis particularly true
if there are only asmall number of such queries or if you run them
infrequently.

There is no way to determine how much stack space a query will require
without actually running the query. Stack space for each user connection
and worker processis preallocated at start-up.
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user log cache size

230

Therefore, determining the appropriate value for stack size isan empirical
process. You should test your largest and most complex queries using the
default valuefor stack size. If they run without generating error messages,
the default is probably sufficient. If they generate error messages, you
should begin by increasing stack size by asmall amount (2K). Rerun your
queries and see if the amount you have added is sufficient. If it is not,
continue to increase stack size until queries run without generating error
messages.

If youareusing CIS, or if Javais enabled in the database and you want to
use methods that call JIDBC, Sybase recommends that you increase the
default by 50 percent. If you are not using JDBC or CIS, the standard
default valueis sufficient.

Summary information

Default value Logical pagesize
Range of values 20483 2147483647
a Minimum determined by server’slogical page size
Status Static
Display level Intermediate
Required role System Administrator

user log cache size specifiesthe size (in bytes) for each user’slog cache.
It's sizeis determined by the server’slogical page size. There is one user
log cache for each configured user connection and worker process.
Adaptive Server uses these caches to buffer the user transaction log
records, which reduces the contention at the end of the transaction log.
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When auser |og cache becomesfull or another event occurs (such aswhen
the transaction completes), Adaptive Server “flushes’ al log recordsfrom
the user log cache to the database transaction log. By first consolidating
the log records in each user’s log cache, rather than immediately adding
each record to the database’s transaction log, Adaptive Server reduces
contention of processes writing to the log, especially for SMP systems
configured with more than one engine.

Note For transactions using adatabase with mixed dataand log segments,
the user log cache is flushed to the transaction log after each log record.
No buffering takes place. If your databases do not have dedicated log
segments, you should not increase the user log cache size.

Do not configure user log cache size to be larger than the maximum
amount of log information written by an application’s transaction. Since
Adaptive Server flushes the user log cache when the transaction
completes, any additional memory allocated to the user log cacheis
wasted. If no transaction in your server generates more than 4000 bytes of
transaction log records, set user log cache size no higher than that value.
For example:

sp_configure "user log cache size", 4000

Setting user log cache size too high wastes memory. Setting it too low can
causethe user log cacheto fill up and flush more than once per transaction,
increasing the contention for the transaction log. If the volume of
transactionsis low, the amount of contention for the transaction log may
not be significant.

Use sp_sysmon to understand how this parameter affects cache behavior.
See the Performance and Tuning Guide for more information.

user log cache spinlock ratio

Summary information

Default value 20

Range of values 12147483647

Status Dynamic

Display level Intermediate
Required role System Administrator
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For Adaptive Servers running with multiple engines, the user log cache
spinlock ratio parameter specifies the ratio of user log caches per user log
cache spinlock. Thereis one user log cache for each configured user
connection.

The default value for this parameter is 20, or one spinlock for each 20 user
connections configured for your server.

Use sp_sysmon to understand how this parameter affects cache behavior.
See the Performance and Tuning Guide for more information.

For more informati on about configuring spinlock ratios, see“ Configuring
spinlock ratio parameters’ on page 654.



CHAPTER 6 Limiting Access to Server
Resources

This chapter describes how to use resource limits to restrict the 1/0O cost,
row count, or processing time that an individual login or application can
use during critical times. It also describes how to create named time
ranges to specify contiguous blocks of time for resource limits.
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Modifying resource limits 254
Dropping resource limits 255
Resource limit precedence 257

What are resource limits?

Adaptive Server provides resource limits to help System Administrators
prevent queries and transactions from monopolizing server resources. A
resource limit isa set of parameters specified by a System Administrator
to prevent an individual login or application from:

e Exceeding estimated or actual 1/0 costs, as determined by the
optimizer

e Returning more than a set number of rows

e Exceeding agiven elapsed time
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The set of parameters for aresource limit includes the time of day to
enforce the limit and the type of action to take. For example, you can
prevent huge reports from running during critical times of the day, or kill
a session whose query produces unwanted Cartesian products.

Planning resource limits

234

In planning aresource limit, consider:

*  When to impose the limit (times of day and days of the week)
»  Which users and applications to monitor

*  What type of limit to impose

* 1/Ocost (estimated or actual) for queries that may require large
numbers of logical and physical reads

* Row count for queries that may return large result sets

» Elapsed timefor queries that may take along time to complete
either because of their own complexity or because of external
factors such as server load

»  Whether to apply alimit to individual queries or to specify abroader
scope (query batch or transaction)

*  Whether to enforce the I/O cost limits prior to or during execution

»  What action to takewhen thelimit is exceeded (issue awarning, abort
the query batch or transaction, or kill the session)

After completing the planning, use system procedures to:

»  Specify times for imposing the limit by creating a named time range
using sp_add_time_range

»  Create new resource limits using sp_add_resource_limit

»  Obtain information about existing resource limits using
sp_help_resource_limit

* Maodify time ranges and resource limits using sp_modify_time_range
and sp_modify_resource_limit, respectively

»  Drop time ranges and resource limits using sp_drop_time_range and
sp_drop_resource_limit, respectively
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Enabling resource limits

Configure Adaptive Server to enable resource limits. Use allow resource
limits configuration parameter:

sp_configure "allow resource limits", 1

1 enablestheresource limits; 0 disablesthem. allow resource limits isstatic,
S0 you must restart the server to reset the changes.

allow resource limits signalsthe server to allocate internal memory for time
ranges, resource limits, and internal server alarms. It also internally
assigns applicable ranges and limits to login sessions.

Setting allow resource limits to 1 also changes the output of showplan and
statistics i/o, as follows:

*  showplan displays estimated I/O cost information for DML
statements. Theinformation displayed isthe optimizer’scost estimate
for the query as a unitless number. Thetotal estimated I/O cost is
displayed for the query asawhole. This cost estimate is dependent on
the table statistics (number and distribution of values) and the size of
the appropriate buffer pools. It isindependent of such factors as the
state of the buffer pools and the number of active users. For more
information, see “ M essages describing access methods, caching, and
1/O cost” on page 825 in the Performance and Tuning Guide.

e statistics i/o includes the actual total 1/0 cost of a statement according
to the optimizer’s costing formula. This value is a number
representing the sum of the number of logical 1/0s multiplied by the
cost of alogical 1/0 and the number of physical I/Os multiplied by the
cost of aphysical 1/0. For more information on these numbers, see
“How Is“Fast” Determined?’ in the Performance and Tuning Guide.

Defining time ranges

A timerangeis a contiguous block of time within asingle day across one
or more contiguous days of the week. It is defined by its starting and
ending periods.
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Adaptive Server includes predefined “ at all times” range, which coversthe
period midnight through midnight, Monday through Sunday. You can
create, modify, and drop additional time ranges as necessary for resource
limits.

Named time ranges may overlap. However, the limits for a particular
user/application combination may not be associated with named time
rangesthat overlap. You can create different limitsthat sharethe sametime
range.

For example, assumethat you limit “joe_user” toreturning 100 rowswhen
heis running the payroll application during business hours. L ater, you
attempt to limit hisrow retrieval during peak hours, which overlap with
business hours. You will get a message that the new limit failed, because
it would have overlapped with an existing limit.

Although you cannot limit the row retrieval for “joe_user” in the payroll
application during overlapping time ranges, nothing stops you from
putting asecond limit on“joe_user” during the sametime range astherow
retrieval limit. For example, you can limit the amount of time one of his
queries can run to the same time range that you used to limit his row
retrieval.

When you create a named time range, Adaptive Server storesit in the
systimeranges System tableto control when aresourcelimit isactive. Each
time range has arange ID number. The“at al times’ rangeisrange D 1.
Adaptive Server messages refer to specific time ranges.

Determining the time ranges you need
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Use a chart like the one below to determine the time ranges to create for
each server. Monitor server usage throughout the week; then indicate the
periods when your server isespecially busy or is performing crucial tasks
that should not be interrupted.
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Creating named time ranges

A time range example

Create new time ranges use sp_add_time_range to:

¢ Namethetimerange

«  Specify the days of the week to begin and end the time range
*  Specify the times of the day to begin and end the time range

For syntax and detailed information, see sp_add_time_range in the
Reference Manual.

Assume that two critical jobs are scheduled to run every week at the
following times.

e Job 1 runsfrom 07:00 to 10:00 on Tuesday and Wednesday.
e Job 2 runsfrom 08:00 on Saturday to 13:00 on Sunday.

The following table uses “1” to indicate when job 1 runsand “2" to
indicate when job 2 runs;
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Job 1 can be covered by a single time range, tu_wed_7_10:
sp_add time range tu wed 7 10, tuesday, wednesday, "7:00", "10:00"
Job 2, however, requires two separate time ranges, for Saturday and
Sunday:
sp_add_time range saturday night, saturday, saturday, "08:00", "23:59"
sp_add_time range sunday morning, sunday, sunday, "00:00", "13:00"

Modifying a named time range

Use sp_modify_time_range to:

e Specify which time range to modify

»  Specify the change to the days of the week
e Specify the change to the times of the day

For syntax and detailed information, see sp_modify_time_range in the
Reference Manual.

For example, to change the end day of the business _hours time range to
Saturday, retaining the existing start day, start time, and end time, enter:

sp_modify time range business hours, NULL, Saturday, NULL, NULL

To specify anew end day and end time for the before_hours time range,
enter:

sp_modify time range before hours, NULL, Saturday, NULL, "08:00"

238

Note You cannot modify the “at all times’ time range.
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Dropping a named time range
Use sp_drop_time_range to drop a user-defined time range

For syntax and detailed information, see sp_drop_time_range in the
Reference Manual.

For example, to remove the evenings time range from the systimeranges
system table in the master database, enter:

sp_drop_time range evenings

Note You cannot drop the“at dl times’ time range or any time range for
which resource limits are defined.

When do time range changes take effect?

The active time ranges are bound to alogin session at the beginning of
each query batch. A change in the server’s active time ranges due to a
changein actual time has no effect on a session during the processing of a
query batch. In other words, if aresource limit restricts query batches
during a given time range, but the query batch begins before that time
range becomes active, the query batch that is already running is not
affected by the resource limit. However, if you run a second query batch
during the same login session, that query batch will be affected by the
changein time.

Adding, modifying, and deleting time ranges does not affect the active
time ranges for the login sessions currently in progress.

If aresourcelimit has atransaction asits scope, and achange occursin the
server'sactivetime rangeswhile atransaction isrunning, the newly active
time range does not affect the transaction currently in progress.

Identifying users and limits

For each resource limit, you must specify the object to which the limit
applies.
You can apply aresource limit to any of the following:
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e All applications used by a particular login
e All loginsthat use a particular application
e A specific application used by aparticular login

where application is defined as a client program running on top of
Adaptive Server, accessed through aparticular login. To run an application
on Adaptive Server, you must specify its name through the
CS_APPNAME connection property using cs_config (an Open Client
Client-Library application) or the DBSETLAPP function in Open Client
DB-Library. To list named applications running on your server, select the
program_name column from the master..sysprocesses table.

For more information about the CS_APPNAME connection property, see
the Open Client Client-Library/C Reference Manual. For more
information on the DBSETLAPP function, see the Open Client
DB-Library/C Reference Manual.

Identifying heavy-usage users

Before you implement resourcelimits, run sp_reportstats. The output from
this procedure will help you identify the users with heavy system usage.

For example:
Sp_reportstats

Name Since CPU Percent CPU 1I/0 Percent I/0
probe jun 19 1993 0 0% 0 0%

julie jun 19 1993 10000 24.9962% 5000 24.325%
jason jun 19 1993 10002 25.0013% 5321 25.8866%
ken jun 19 1993 10001 24.9987% 5123 24.9234%
kathy jun 19 1993 10003 25.0038% 5111 24 .865%

Total CPU Total I/0

The output above indicates that usage is balanced among the users. For
more information on chargeback accounting, see “cpu accounting flush
interval” on page 181 and “i/o accounting flush interval” on page 193.
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Identifying heavy-usage applications

To identify the applications running on your system and the userswho are
running them, query the sysprocesses system table in the master database.

The following query determines that isg|, payroll, perl, and acctng are the
only client programs whose names were passed to the Adaptive Server:

select spid, cpu, physical io,
substring (user name(uid),1,10) user_ name,
hostname, program name, cmd

from sysprocesses

spid cpu physical io user name hostname program name cmd
17 4 12748 dbo sabrina isqgl SELECT
424 5 0 dbo HOWELL isqgl UPDATE
526 0 365 joe scotty payroll UPDATE
568 1 8160 dbo smokey perl SELECT
595 10 1 dbo froth isql DELETE
646 1 0 guest walker isql SELECT
775 4 48723 joe user mohindra acctng SELECT

(7 rows affected)

Because sysprocesses is built dynamically to report current processes,
repeated queries produce different results. Repeat this query throughout
the day over aperiod of time to determine which applications are running
on your system.

The CPU and physical 1/0 values are flushed to the syslogins system table
periodically where they increment the values shown by sp_reportstats.

After identifying the applications running on your system, use showplan
and statistics io to evaluate the resource usage of the queriesin the
applications.

If you have configured Adaptive Server to enable resource limits, you can
use showplan to evaluate resources used prior to execution and statistics io
to evaluate resources used during execution. For information on
configuring Adaptive Server to enable resource limits, see “ Enabling
resource limits’ on page 235.

In addition to statistics io, statistics time is also useful for evaluating the
resources a query consumes. Use statistics time to display thetime it takes
to execute each step of the query. For more information, see “ Diaghostic
Tools for Query Optimization” on page 12-6 in the Performance and
Tuning Guide.
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Choosing a limit type

After you determine the users and applicationsto limit, you have achoice
of three different types of resource limits.

Table 6-1 describesthe function and scope of each limit type and indicates
thetoolsthat help determinewhether aparticular query might benefit from
thistype of limit. In some cases, it may be appropriate to create more than
onetype of limit for agiven user and application. For moreinformation on

limit types, see “Understanding limit types’ on page 244.

Table 6-1: Resource limit types

Enforced
Limit type Use for queries that Measuring resource usage Scope during
io_cost Require many logical and Use set showplan on before Query Pre-execution
physical reads. running the query, to display its or execution
estimated 1/O cost; use set
statistics io on to observe the
actual 1/0 cost.
row_count Return large result sets. Use the @@rowcount global Query Execution
variable to help develop
appropriate limitsfor row count.
elapsed_time  Takealongtimetocomplete, Useset statistics time on before  Querybatch  Execution
either because of their own running the query, to display or
complexity or because of elapsed time in milliseconds. transaction
external factors such as server
load or waiting for alock.
tempdb_space Useadl spaceintempdb when  Number of pages used in Querybatch  Execution
creating work or temporary tempdb per session. or
tables. transaction

The spt_limit_types system table stores information about each limit type.

Determining time of enforcement

Time of enforcement isthe phase of query processing during which
Adaptive Server applies a given resource limit. Resource limits occur
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during:

*  Pre-execution — Adaptive Server applies resource limits prior to
execution, based on the optimizer’s 1/O cost estimate. This limit
prevents execution of potentially expensive queries. I/O cost isthe
only resource type that can be limited at pre-execution time.
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When evaluating the 1/0O cost of data manipulation language (DML)
statements within the clauses of a conditional statement, Adaptive
Server considers each DML statement individually. It evaluates all
statements, even though only one clause will actually be executed.

A pre-execution timeresourcelimit can have only aquery limit scope;
that is, the values of the resources being limited at compile time are
computed and monitored on a query-by-query basis only.

Adaptive Server does not enforce pre-execution time resource limits
statements in a trigger.

Execution — Adaptive Server appliesresourcelimitsat runtime, andis
usually used to prevent a query from monopolizing server and
operating system resources. Execution time limits may use more
resources (additional CPU time as well as I/O) than pre-execution
time limits.

Determining the scope of resource limits

The scope parameter specifies the duration of alimit in Transact-SQL
statements. The possible limit scopes are query, query batch, and
transaction:

Query — Adaptive Server applies resource limitsto any single
Transact-SQL statement that accesses the server; for example, select,
insert, and update. When you issue these statements within a query
batch, Adaptive Server evaluates them individually.

Adaptive Server considers a stored procedure to be a series of DML
statements. It eval uates the resourcelimit of each statement withinthe
stored procedure. If a stored procedure executes another stored
procedure, Adaptive Server evaluateseach DML statement withinthe
nested stored procedure at the inner nesting level.

Adaptive Server checks pre-execution time resource limits with a
query scope, one nesting level at atime. As Adaptive Server enters
each nesting level, it checks the active resource limits against the
estimated resource usage of each DML statement prior to executing
any of the statements at that nesting level. A resource limit violation
occursif the estimated resource usage of any DML query at that
nesting level exceeds the limit value of an active resource limit.
Adaptive Server takesthe action that is bound to the viol ated resource
limit.
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Adaptive Server checks execution time resource limits with a query
scope against the cumulative resource usage of each DML query. A
limit violation occurs when the resource usage of a query exceedsthe
limit value of an active execution time resource limit. Again,
Adaptive Server takes the action that is bound to that resource limit.

e Query batch — query batch consists of one or more Transact-SQL
statements; for example, in isqgl, agroup of queries becomes a query
batch when executed by a single go command terminator.

The query batch begins at nesting level 0; each call to a stored
procedure increments the nesting level by 1 (up to the maximum
nesting level). Each return from a stored procedure decrements the
nesting level by 1.

Only execution time resource limits can have a query batch scope.

Adaptive Server checks execution time resource limits with a query
batch scope against the cumulative resource usage of the statements
in each query batch. A limit violation occurs when the resource usage
of the query batch exceedsthe limit value of an active execution time
resource limit. Adaptive Server takes the action that is bound to that
resource limit.

e Transaction— Adaptive Server applieslimits with atransaction scope
to al nesting levels during the transaction against the cumulative
resource usage for the transaction.

A limit violation occurs when the resource usage of the transaction
exceeds the limit value of an active execution time resource limit.
Adaptive Server takes the action that is bound to that resource limit.

Only execution time resource limits can have a transaction scope.

Adaptive Server does not recognize nested transactions when
applying resource limits. A resource limit on atransaction begins
when @@trancount is set to 1 and ends when @@trancount is set to
0.

Understanding limit types

There are three types of resource limits that allow you to limit resource
usage in different ways.
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Limiting I/O cost

Identifying 1/O costs

1/O cost is based on the number of logical and physical accesses (“reads’)
used during query processing. To determine the most efficient processing
plan prior to execution, the Adaptive Server optimizer uses both logical
and physical resources to compute an estimated 1/0 cost.

Adaptive Server uses the result of the optimizer’s costing formulaas a
“unitless’” number; that is, avalue not necessarily based on asingle unit of
measurement (such as seconds or milliseconds).

To set resource limits, you must understand how those limitstranslateinto
runtime system overhead. For example, you must know the effect that a
query with acost of x logical and of y physical 1/Os has on a production
server.

Limiting io_cost can control 1/O intensive queries, including queries that
return alargeresult set. However, if you run asimple query that returnsall
the rows of alarge table, and you do not have current statistics on the
table's size, the optimizer may not estimate that the query will exceed the
io_cost resource limit. To prevent queries from returning large result sets,
create aresource limit on row_count.

Thetracking of 1/0 cost limits may be less precise for partitioned tables
than for unpartitioned tables when Adaptive Server is configured for
parallel query processing. For more information on using resource limits
in parallel queries, see the Performance and Tuning Guide.

To develop appropriate limitsfor 1/O cost, determine the number of | ogical
and physical readsrequired for sometypical queries. Usethefollowing set
commands:

*  set showplan on displays the optimizer’s cost estimate. Use this
information to set pre-execution timeresourcelimits. A pre-execution
time resource limit violation occurs when the optimizer’s I/O cost
estimate for a query exceeds the limit value. Such limits prevent the
execution of potentially expensive queries.

e set statistics io on displays the number of actual logical and physical
reads required. Use this information to set execution time resource
limits. An execution time resource limit violation occurs when the
actual 1/0O cost for a query exceeds the limit value.
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Statistics for actual 1/0 cost include access costs only for user tables and
worktables involved in the query. Adaptive Server may use other tables
internally; for example, it accesses sysmessages to print out statistics.
Therefore, there may be instances when aquery exceedsitsactual 1/0 cost
limit, even though the statistics indicate otherwise.

In costing a query, the optimizer assumes that every page needed will
requireaphysical I/O for thefirst accessand will befound in the cache for
repeated accesses. Actual 1/0 costs may differ from the optimizer’s
estimated costs, for several reasons.

The estimated cost will be higher than the actual cost if some pages are
already in the cache or if the statistics are incorrect. The estimated cost
may be lower than the actual cost if the optimizer chooses 16K 1/0O, and
some of the pages arein 2K cache pools, which requires many 2K 1/Os.
Also, if abigjoinforcesthe cacheto flush its pages back to disk, repeated
access may require repeated physical 1/0s.

The optimizer’'s estimateswill not be accurate if the distribution or density
statistics are out of date or cannot be used.

Calculating the 1/0 cost of a cursor

The cost estimate for processing a cursor is calculated at declare cursor
time for all cursors except execute cursors, which is calculated when the
CUrsor opens.

Pre-execution time resource limits on 1/O cost are enforced at open
cursorname time for al cursor types. The optimizer recalculates the limit
value each time the user attemptsto open the cursor.

An execution time resource limit applies to the cumulative I/O cost of a
cursor from the time the cursor opens to the time it closes. The optimizer
recalculates the 1/O limit each time a cursor opens.

For a discussion of cursors, see Chapter 17, “Cursors: Accessing Data
Row by Row,” in the Transact-SQL User’s Guide.

The scope of the io_cost limit type
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A resource limit that restricts 1/O cost appliesonly to single queries. If you
issue several statementsin a query batch, Adaptive Server evaluates the
1/0 usage for each query. For more information, see “Determining the
scope of resource limits” on page 243.
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Limiting elapsed time

Elapsed time is the number of seconds, in wall-clock time, required to
execute a query batch or transaction. Elapsed time is determined by such
factors as query complexity, server load, and waiting for locks.

To help develop appropriate limits for elapsed time use information you
have gathered with set statistics time You can limit the elapsed time
resource only at execution time.

With set statistics time Set on, run some typical queries to determine
processing time in milliseconds. Convert milliseconds to seconds when
you create the resource limit.

Elapsed time resource limits are applied to al SQL statementsin the
limit’s scope (query batch or transaction), not just to the DML statements.
A resourcelimit violation occurswhen the elapsed time for the appropriate
scope exceeds the limit value.

Because elapsed timeislimited only at executiontime, anindividua query
will continueto run, even if its elapsed time exceeds the limit. If there are
multiple statements in a batch, an elapsed time limit takes effect after a
statement violates the limit and before the next statement is executed. If
thereisonly one statement in a batch, setting an elapsed time limit has no
effect.

Separate el apsed time limits are not applied to nested stored procedures or
transactions. In other words, if onetransaction is nested within another, the
elapsed time limit applies to the outer transaction, which encompassesthe
elapsed time of the inner transaction. Therefore, if you are counting the
wall-clock running time of atransaction, that running time includes all
nested transactions.

The scope of the elapsed_time limit type

The scope of aresource limit that restricts elapsed time is either a query
batch or transaction. You cannot restrict the elapsed time of asingle query.
For more information, see “ Determining the scope of resource limits’ on
page 243.
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Limiting the size of the result set

Therow_count limit type limits the number of rows returned to the user. A
limit violation occurs when the number of rows returned by a select
statement exceeds the limit value.

If theresource limit issues awarning asits action, and a query exceedsthe
row limit, thefull number of rowsarereturned, followed by awarning that
indicates the limit value; for example:

Row count exceeded limit of 50.

If the resource limit’s action aborts the query batch or transaction or kills
the session, and a query exceedsthe row limit, only the limited number of
rows are returned and the query batch, transaction, or session aborts.
Adaptive Server displays a message like the following:

Row count exceeded limit of 50.
Transaction has been aborted.

Therow_count limit type appliesto al select statements at execution time.
You cannot limit an estimated number of rows returned at pre-execution
time.

Determining row count limits

Use the @@rowcount global variable to help develop appropriate limits
for row count. Selecting thisvariable after running atypical query cantell
you how many rows the query returned.

Applying row count limits to a cursor

A row count limit applies to the cumulative number of rows that are
returned through a cursor from the time the cursor opens to the time it
closes. The optimizer recal culates the row_count limit each time a cursor
opens.

The scope of the row_count limit type
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A resource limit that restricts row count applies only to single queries, not
to cumulative rows returned by a query batch or transaction. For more
information, see “ Determining the scope of resource limits’ on page 243.
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Setting limits for tempdb space usage

The tempdb_space resource limit restricts the number of pages atempdb
database can have during asingle session. If a user exceeds the specified
limit, the session can be terminated or the batch or transaction aborted.

For queries executed in parallel, the tempdb_space resource limit is
distributed equally among the parallel threads. For example, if the
tempdb_space resource limit is set at 1500 pages and a user executes the
following with three-way parallelism, each paralléel thread can create a
maximum of 500 pages in tempdb:

select into #temptable from partitioned table

The SA or DBA setsthetempdb_space limit using sp_add_resource_limit,
and drops the tempdb_space limit using sp_drop_resource_limit.

Creating a resource limit

Create a new resource limit with sp_add_resource_limit. The syntax is:

sp_add_resource_limit name, appname, rangename, limittype,
limit_value, enforced, action, scope

Use this system procedure’s parameters to:

«  Specify the name of the user or application to which the resource limit
applies.

You must specify either aname or an appname or both. If you specify
a user, the name must exist in the syslogins table. Specify “null” to
create alimit that appliesto all users or all applications.

e Specify thetypeof limit (io_cost, row_count, or elapsed_time), and set
an appropriate value for the limit type.

For more information, see “Choosing a limit type” on page 242.

«  Specify whether theresourcelimitisenforced prior to or during query
execution.

Specify numeric values for this parameter. Pre-execution time
resource limits, which are specified as 1, arevalid only for theio_cost
limit. Execution time resource limits, which are specified as 2, are
validfor all threelimit types. For moreinformation, see“ Determining
time of enforcement” on page 242.
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»  Specify the action to be taken (issue awarning, abort the query batch,
abort the transaction, or kill the session).

Specify numeric values for this parameter.
e Specify the scope (query, query batch, or transaction).

Specify numeric values for this parameter. For more information, see
“Determining the scope of resource limits’ on page 243.

For detailed information, see sp_add_resource_limit in the Reference
Manual.

Resource limit examples

Examples
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This section includes three examples of setting resource limits.

Example 1 Thisexample createsaresource limit that appliesto all users
of the payroll application because the name parameter isNULL:

sp_add_resource_limit NULL, payroll, tu wed 7 10,
elapsed time, 120, 2, 1, 2

Thelimit isvalid during thetu_wed_7_10 time range. The limit type,
elapsed_time, is set to avalue of 120 seconds. Because elapsed_time is
enforced only at execution time, the enforced parameter is set to 2. The
action parameter is set to 1, which issues awarning. The limit's scopeis
set to 2, query batch, by the last parameter. Therefore, when the el apsed
time of the query batch takes more than 120 seconds to execute, Adaptive
Server issues awarning.

Example 2 Thisexample creates aresource limit that appliesto all ad
hoc queries and applications run by “joe_user” during the saturday_night
time range:

sp_add_resource_limit joe_user, NULL,
saturday night, row count, 5000, 2, 3, 1

If aquery (scope= 1) returns morethan 5000 rows, Adaptive Server aborts
the transaction (action = 3). Thisresource limit is enforced at execution
time (enforced = 2).

Example 3 Thisexample also creates aresource limit that appliesto all
ad hoc queries and applications run by “joe_user”:
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sp_add resource limit joe user, NULL, "at all
times", io cost, 650, 1, 3, 1

However, this resource limit specifies the default time range, “at all
times.” When the optimizer estimates that the io_cost of the query
(scope = 1) would exceed the specified value of 650, Adaptive Server
aborts the transaction (action = 3). This resource limit is enforced at
pre-execution time (enforced = 1).

Getting information on existing limits

Use sp_help_resource_limit to get information about existing resource
limits.

Users who do not have the System Administrator role can use
sp_help_resource_limit to list their own resource limits (only).

Users either specify their own login names as a parameter or specify the
name parameter as “null.” The following examples return al resource
limits for user “joe_user” when executed by joe user:

sp_help resource_ limit
or
sp_help resource limit joe_user

System Administrators can usesp_help_resource_limit to get thefollowing
information:

e All limits as stored in sysresourcelimits (all parameters NULL); for
example:

sp_help resource_ limit

e Alllimitsfor agiven login (nameisnot NULL, al other parameters
are NULL); for example:

sp_help resource limit joe user

« Alllimitsfor agiven application (appnameisnot NULL; all other
parameters are NULL); for example:

sp_help resource limit NULL, payroll

« Alllimitsin effect at agiven time or day (either limittime or limitday
isnot NULL; all other parameters NULL); for example:
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sp_help resource limit @limitday = wednesday

« Limit, if any, in effect at a given time for agiven login (nameis not
NULL, either limittime or limitday is not NULL); for example:

sp_help resource limit joe user, NULL, NULL,
wednesday

For detailed information, see sp_help_resource_limit in the Reference
Manual.

Example of listing all existing resource limits

name appname
NULL acctng
stein NULL

joe user acctng
joe_user finance
wong NULL

wong acctng
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evenings 4 2
weekends 1 3
bus_hours 5 3 2500
bus_hours 5 2
mornings 2 3
bus_hours 5 1

When you use sp_help_resource_limit without any parameters, Adaptive
Server lists al resource limits within the server. For example:

sp_help resource limit

rangename rangeid limitid limitvalue enforced action scope

120
5000

160
2000
75

In the output, the rangeid column prints the value from systimeranges.id
that corresponds to the name in the rangename column. The limitvalue
column reports the value set by sp_add_resource_limit or
sp_modify_resource_limit. Table 6-2 showsthe meaning of the valuesinthe
limitid, enforced, action, and scope columns.
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name

NULL
joe user
joe_user

appname

Table 6-2: Values for sp_help_resource_limit output

Column Meaning Value
limitid What kind of limitisit? 1-1/O cost
2 —Elapsed time
3 —Row count
enforced Whenisthelimit enforced? 1 — Before execution
2 —During execution
3-—Both
action What action istaken when  1—Issue awarning
the limit is hit? 2 — Abort the query batch
3 —Abort the transaction
4 —Kill the session
scope What is the scope of the 1 - Query
limit? 2 — Query batch
4 —Transaction

6 — Query batch + transaction

If a System Administrator specifies alogin name when executing
sp_help_resource_limit, Adaptive Server lists al resource limits for that
login. The output displays not only resource limits specific to the named
user, but all resource limitsthat pertain to all users of specified
applications, because the named user isincluded among all users.

For example, the following output shows all resource limits that apply to
“joe_user”. Because aresource limit is defined for all users of the acctng
application, thislimit isincluded in the output.

sp_help resource limit joe_ user
rangename rangeid limitid limitvalue enforced action scope

acctng
acctng
finance

evenings
bus_hours
bus_hours

2 120
3 2500
2 160

2 1 2
2 2 1
2 1 6
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Modifying resource limits

Use sp_modify_resource_limit to specify anew limit value or a new action
to take when the limit is exceeded or both. You cannot change thelogin or
application to which alimit applies or specify anew timerange, limit type,
enforcement time, or scope.

The syntax of sp_modify_resource_limit iS:

sp_modify_resource_limit name, appname, rangename, limittype,
limitvalue, enforced, action, scope

To modify aresource limit, specify the following values:
e You must specify anon-null value for either name or appname.

e Tomodify alimit that appliesto all users of a particular
application, specify aname of “null.”

e Tomodify alimit that appliesto all applications used by name,
specify an appname of “null.”

e Tomodify alimit that governs a particular application, specify
the application name that the client program passes to the
Adaptive Server in the login packet.

*  You must specify non-null values for rangename and limittype. If
necessary to uniquely identify the limit, specify non-null values for
action and scope.

e Specifying “null” for limitvalue or action indicatesthat its value does
not change.

For detailed information, see sp_modify_resource_limit in the Reference
Manual.

Examples of modifying a resource limit
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sp_modify resource limit NULL, payroll,
tu wed 7 10, elapsed time, 90, null, null, 2

This example changes the value of the resource limit that restricts elapsed
timeto all users of the payroll application during the tu_wed_7_10 time
range. The limit value for elapsed time decreases to 90 seconds (from 120
seconds). The valuesfor time of execution, action taken, and scoperemain
unchanged.

sp_modify resource_limit joe user, NULL,



CHAPTER 6 Limiting Access to Server Resources

saturday night, row count, NULL, NULL, 2, NULL

This example changes the action taken by the resource limit that restricts
the row count of all ad hoc queries and applicationsrun by “joe_user”
during the saturday _night time range. The previous value for action was 3,
which aborts the transaction when a query exceeds the specified row
count. The new valueisto 2, which aborts the query batch. The valuesfor
limit type, time of execution, and scope remain unchanged.

Dropping resource limits

Use sp_drop_resource_limit to drop a resource limit from an Adaptive
Server.

The syntax is:

sp_drop_resource_limit {name , appname } [, rangename, limittype,
enforced, action, scope]

Specify enough information to uniquely identify the limit. You must
specify anon-null value for either name or appname. In addition, specify
values according to those shown in Table 6-3.

Table 6-3: Identifying resource limits to drop

Parameter Value specified Consequence
name « Specified login Drops limits that apply to the particular login.
¢ NULL Drops limits that apply to all users of a particular application.
appname e Specified application Drops limits that apply to a particular application.
¢ NULL Drops limits that apply to al applications used by the
specified login.
timerange ¢ Anexisting time range storedin  Drops limits that apply to a particular time range.
the systimeranges system table
¢ NULL Drops all resource limits for the specified name, appname,
limittype, enforcement time, action, and scope, without regard
to rangename.
limittype ¢ One of the three limit types: Drops limits that apply to a particular limit type.

row_count, elapsed_time, io_cost

NULL

Drops all resource limits for the specified name, appname,
timerange, action, and scope, without regard to limittype.
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Parameter Value specified Consequence
enforced * One of the enforcement times: Drops the limits that apply to the specified enforcement time.
pre-execution or execution
< NULL Drops all resource limits for the specified name, appname,

limittype, timerange, action, and scope, without regard to
enforcement time.

action « One of the four action types: Drops the limits that apply to a particular action type.
issuewarning, abort query batch,
abort transaction, kill session

« NULL Drops all resource limits for the specified name, appname,
timerange, limittype, enforcement time, and scope, without
regard to action.

scope * One of the scope types: query, Drops the limits that apply to a particular scope.
query batch, transaction
< NULL Drops all resource limits for the specified name, appname,
timerange, limittype, enforcement time, and action, without
regard to scope.

When you use sp_droplogin to drop an Adaptive Server login, all resource
limits associated with that login are also dropped.

For detailed information, see sp_drop_resource_limit in the Reference
Manual.

Examples of dropping a resource limit

Example 1 Dropsall resource limitsfor all users of the payroll
application during the tu_wed_7_10 time range:

sp_drop_resource limit NULL, payroll, tu wed 7 10,
elapsed time

Example 2 Issimilar to the preceding example, but drops only the
resource limit that governs elapsed time for all users of the payroll
application during the tu_wed_7_10 time range:

sp_drop_ resource limit NULL, payroll, tu wed 7 10

Example 3 Dropsall resource limitsfor “joe_user” from the payroll
application:

sp_drop_ resource limit joe user, payroll
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Resource limit precedence

Time ranges

Resource limits

Adaptive Server provides precedence rules for time ranges and resource
limits.

For each login session during the currently active time ranges, only one
limit can be activefor each distinct combination of limit type, enforcement
time, and scope. The precedence rules for determining the active limit are
asfollows:

« Ifnolimitisdefined for thelogin ID for either the“at all times” range
or the currently active time ranges, there is no active limit.

e If limits are defined for the login for both the “at all times’ and
time-specific ranges, then the limit for the time-specific range takes
precedence.

Since either the user’s login name or the application name, or both, are
used to identify aresource limit, Adaptive Server observes a predefined
search precedence while scanning the sysresourcelimits table for
applicable limits for alogin session. The following table describes the
precedence of matching ordered pairs of login name and application name:

Level Login name Application name
1 joe_user payroll
2 NULL payroll
3 joe_user NULL

If one or more matches are found for a given precedence level, no further
levels are searched. This prevents conflicts regarding similar limits for
different login/application combinations.

If no match isfound at any level, no limit isimposed on the session.
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Configuring Character Sets, Sort
Orders, and Languages

This chapter discusses Adaptive Server Enterprise internationalization
and localization support issues.

Topic Page
Understanding internationalization and localization 259
Advantages of internationalized systems 260
A sampleinternationalized system 261
Elements of an internationalized system 263
Selecting the character set for your server 263
Selecting the sort order 268
Selecting alanguage for system messages 274
Setting up your server: examples 275
Changing the character set, sort order, or message language 277
Installing date strings for unsupported languages 285
Internationalization and localization files 287

Understanding internationalization and localization

I nternationalization is the process of enabling an application to support
multiple languages and cultural conventions.

An internationalized application uses externa files to provide language-
specific information at execution time. Because it contains no language-
specific code, an internationalized application can be deployed in any
native language environment without code changes. A singleversion of a
software product can be adapted to different languages or regions,
conforming to local requirements and customs without engineering
changes. This approach to software development saves significant time
and money over the lifetime of an application.
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Advantages of internationalized systems

Localization is the process of adapting an internationalized product to
meet the requirements of one particular language or region, for example
Spanish, including providing translated system messages; translations for
the user interface; and the correct formatsfor date, time, and currency. One
version of a software product may have many localized versions.

Sybase provides both internationalization and localization support.
Adaptive Server includes the character set definition files and sort order
definition filesrequired for data processing support for the major business
languages in Western Europe, Eastern Europe, the Middle East, Latin
America, and Asia

Sybase Language Modules provide translated system messages and
formats for Chinese (Simplified), French, German, Japanese, Korean,
Brazilian Portuguese, and Spanish. By default, Adaptive Server comes
with U.S. English message files.

This chapter describes the available character sets and language modules
and summarizes the steps needed to change the default character set, sort
order, or message language for Adaptive Server.

Advantages of internationalized systems
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The task of designing an application to work outside its country of origin
can seem daunting. Often, programmers think that internationalizing
means hard-coding dependencies based on cultural and linguistic
conventions for just one country.

A better approach is to write an internationalized application: that is, one
that examines the local computing environment to determine what
language to use and loads files containing language-specific information
at runtime.

When you use an internationalized application, asingle application can be
deployed in all countries. This has several advantages:

* You write and maintain one application, not half a dozen (or more).

»  Theapplication can be deployed, without change, in new countries as
needed. You need only supply the correct localization files.

» All sites can expect standard features and behavior.
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A sample internationalized system

An internationalized system may include internationalized client
applications, gateways, and servers running on different platformsin
different native language environments.

For example, an international system might include the following
components:

e Order processing applicationsin New York City, Mexico City, and
Paris (Client-Library applications)

* Aninventory control server in Germany (Adaptive Server)
e Anorder fulfillment server in France (Adaptive Server)

* A central accounting application in Japan (an Open Server application
working with an Adaptive Server)

In this system, the order processing applications:

e Query theinventory control server to determineif requested itemsare
in stock

*  Place orders with the order fulfillment server
*  Send financial information to the accounting application

The inventory control server and the order fulfillment server respond to
queries, and the accounting application collects financial data and
generates reports.

The system looks like this:
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Figure 7-1: Example of an international system
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In this example, all applications and servers use local languages and
character setsto accept input and output messages.
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Elements of an internationalized system

There are three elements that you can manipulate to configure your server
language in an internationalized environment. Sybase suggests that you
review these three elements and carefully plan the client/server network
you want to create.

*  Character set —the language in which the server sends and receives
data to and from the client servers. Select the character set after
carefully planning and analyzing the language needs of al client
servers.

e Sort order — sort order options are dependent on the language and
character set you select.

e System messages — messages display in one of several languages
provided by Sybase. If your server language is not one of the
languages provided, your system messages display in English, the
default.

The following sections provide detail s about each of these elements.

Selecting the character set for your server

All dataisencodedinyour server inaspecia code. For example, theletter
“a" isencoded as“97” in decimal. A character set isaspecific collection
of characters (including alphabetic and numeric characters, symbols, and
nonprinting control characters) and their assigned numerical values, or
codes. A character set generally containsthe charactersfor an a phabet, for
example, the Latin al phabet used in the English language, or a script such
as Cyrillic used with languages such as Russian, Serbian, and Bulgarian.
Character setsthat are platform-specific and support asubset of languages,
for example, the Western European languages, are called native or
national character sets. All character sets that come with Adaptive
Server, except for Unicode UTF-8, are native character sets.
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A script isawriting system, acollection of al the elements that
characterize the written form of a human language—for example, Latin,
Japanese, or Arabic. Depending on thelanguages supported by an al phabet
or script, acharacter set can support one or more languages. For example,
the Latin alphabet supports the languages of Western Europe (see Group 1
in Table 7-1). On the other hand, the Japanese script supports only one
language, Japanese. Therefore, the Group 1 character sets support multiple
languages, while many character sets, such asthosein Group 101, support
only one language.

The language or languages that are covered by a character setiscalled a
language group. A language group can contain many languages or only
one language; a native character set is the platform-specific encoding of
the characters for the language or languages of a particular language
group.

Within a client/server network, you can support data processing in
multiplelanguagesif all the languages bel ong to the same language group
(see Table 7-1). For example, if datainthe server isencoded in aGroup 1
character set, you could have French, German, and Italian data and any of
the other Group 1 languages in the same database. However, you cannot
storedatafrom another language group in the same database. For example,
you cannot store Japanese data with French or German data.

Unlikethe native character setsjust described, Unicodeisaninternational
character set that supports over 650 of the world’s languages, such as
Japanese, Chinese, Russian, French, and German. Unicode allows you to
mix different languagesfrom different |language groupsin the same server,
no matter what the platform.

Since al character sets support the Latin script, and therefore English, a
character set always supports at least two languages—English and one
other language.

Many languages are supported by more than one character set. The
character set you install for alanguage depends on the client’s platform
and operating system.

Adaptive Server supports the following languages and character sets:
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Table 7-1: Supported languages and character sets

Language

group Languages Character sets

Group 1 Western European: Albanian, Catalan, Danish, ASCII 8, CP 437, CP 850, CP 860, CP 863,
Dutch, English, Faeroese, Finnish, French, CP 12522 | |SO 8859-1, 1SO 8859-15,
Galician, German, Icelandic, Irish, Italian, Macintosh Roman, ROMANS
Norwegian, Portuguese, Spanish, Swedish

Group 2 Eastern European: Croatian, Czech, Estonian, CP 852, CP 1250, |SO 8859-2, Macintosh
Hungarian, Latvian, Lithuanian, Polish, Central European
Romanian, Slovak, Slovene (and English)

Group 4 Baltic (and English) CP 1257

Group 5 Cyrillic: Bulgarian, Byelorussian, Macedonian, CP 855, CP 866, CP 1251, 1SO 8859-5, K0i8,
Russian, Serbian, Ukrainian (and English) Macintosh Cyrillic

Group 6 Arabic (and English) CP 864, CP 1256, 1SO 8859-6

Group 7 Greek (and English) CP 869, CP 1253, GREEKS, 1SO 8859-7,

Macintosh Greek
Group 8 Hebrew (and English) CP 1255, SO 8859-8
Group 9 Turkish (and English) CP 857, CP 1254, 1SO 8859-9, Macintosh
Turkish, TURKISH8

Group 101 Japanese (and English) CP 932 DEC Kanji, EUC-JIS, Shift-J S

Group 102  Simplified Chinese (PRC) (and English) CP 936, EUC-GB

Group 103 Traditional Chinese (ROC) (and English) Big 5, CP 950° , EUC-CNS

Group 104  Korean (and English) EUC-KSC

Group 105  Thai (and English) CP 874, TIS620

Group 106  Vietnamese (and English) CP 1258

Unicode Over 650 languages UTF-8

a CP 1252 isidentical to 1SO 8859-1 except for the 0x80-0x9F code points which are mapped to charactersin CP 1252.
b. CP 950 isidentical to Big 5.

Note The English languageis supported by all character sets because the
first 128 (decimal) characters of any character set include the Latin
alphabet (defined as* ASCII-7). The characters beyond thefirst 128 differ
between character sets and are used to support the charactersin different
native languages. For example, code points 0-127 of CP 932 and CP 874
both support English and the Latin alphabet. However, code points 128-
255 support Japanese charactersin CP 932 and code points 128-255
support Thai charactersin CP 874.
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The following character sets support the European currency symbol, the
“euro”: CP 1252 (Western Europe); CP 1250 (Eastern Europe); CP 1251
(Cyrillic); CP 1256 (Arabic); CP 1253 (Greek); CP 1255 (Hebrew); CP
1254 (Turkish); CP 874 (Thai); and Unicode UTF-8.

To mix languages from different language groups you must use Unicode.
If your server character set is Unicode, you can support more than 650
languages in a single server and mix languages from any language group.

Selecting the server default character set
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When you configure your server, you are asked to specify a default
character set for the server. The default character set isthe character setin
which the server stores and manipulates data. Each server can have only
one default character set.

By default, theinstallation tool assumesthat the native character set of the
platform operating system is the server’s default character set. However,
you can select any character set supported by Adaptive Server asthe
default on your server (see Table 7-1).

For example, if you are installing the server on IBM RS/6000 running
AlX, and you select one of the Western European languagesto install, the
installation tool assumes the default character set to be 1SO 8859-1.

If you areinstalling a Unicode server, select UTF-8 as your default
character set.

For non-Unicode servers, determine what platform most of your client
systems use and use the character set for this platform as the default
character set on the server.

This has two advantages:

»  The number of unmappabl e characters between character setsis
minimized.
Sincethereisusually not acompl ete one-to-one mapping between the
charactersin two character sets, thereisapotential for some dataloss.
Thisisusually minor because most nonconverted characters are

special symbolsthat are not commonly used or are specific to a
platform.

»  Thisminimizesthe character set conversion that is required.
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When the character set on the client system differs from the default
character set on the server, data must be converted in order to ensure
data integrity. Although the measured performance decrease that
results from character set conversion isinsignificant, it is good
practice to select the default character set that results in the fewest
conversions.

For example, if most of your clients use CP850, specify CP850 on your
server. You can do thiseven if your server ison an HP-UX system (whose
native character set for the Group 1 languages is ROMANS).

Note Sybase strongly recommends that you decide which character set
you want to use as your default before you create any databases or make
any changes to the Sybase-supplied databases.

Inthe examplebelow, 175 clientsall accessthe same Adaptive Server. The
clients are on different platforms and use different character sets. The
critical factor that allowsthese clientsto function together isthat all of the
character setsin the client/server system belong to the same language
group (see Table 7-1). Notice that the default language for the Adaptive
Server is CP 850, which isthe character set used by the largest number of
clients. This allows the server to operate most efficiently, with the least
amount of character set conversion.

Figure 7-2: Clients using different character sets in the same
language group

CP 850
100 Clients

ASE | ol 1SO8859-1

CP 850
Macintosh Roman

25 Clients

To help you choose the default character set for your server, the following
tableslist the most commonly used character sets by platform and
language.
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Table 7-2: Popular Western European client platforms

Platform Language Character set
Win 95, 98 U.S. English, Western Europe CP 1252
WinNT 4.0 U.S. English, Western Europe CP 1252

Win 2000 U.S. English, Western Europe CP 1252

Sun Solaris U.S. English, Western Europe 1SO 8859-1
HP-UX 10,11 U.S. English, Western Europe 1SO 8859-1
IBM AIX 4.x U.S. English, Western Europe 1SO 8859-1

Table 7-3: Popular Japanese client platforms

Platform Language Character set
Win 95, 98 Japanese CP 932 for Windows
WinNT 4.0 Ja